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ABSTRACT 

Medical fields reqUIres fast, simple and nonmvaSlve methods of diagnostic 

techniques. Several methods are available and possible because of the growth of 

technology that provides the necessary means of collecting and processing signals. 

The present thesis details the work done in the field of voice signals. New methods 

of analysis have been developed to understand the complexity of voice signals, 

such as nonlinear dynamics aiming at the exploration of voice signals dynamic 

nature. The purpose of this thesis is to characterize complexities of pathological 

voice from healthy signals and to differentiate stuttering signals from healthy 

signals. Efficiency of various acoustic as well as non linear time series methods 

are analysed. Three groups of samples are used, one from healthy individuals, 

subjects with vocal pathologies and stuttering subjects. Individual vowels /(7Jf?)/, 

/@./, and /~/ and a continuous speech data for the utterance of the sentence 

"~ro~ruro~o ruQJ1CD> ~6GT3ocmlQ)oroo6T11" the meaning in English is "Both are good 

friends" from Malayalam language are recorded using a microphone . The 

recorded audio are converted to digital signals and are subjected to analysis. 

Acoustic perturbation methods like fundamental frequency (FO), jitter, shimmer, 

Zero Crossing Rate(ZCR) were carried out and non linear measures like maximum 
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lyapunov exponent«Amax), correlation dimension (D2), Kolmogorov exponent(K2), 

and a new measure of entropy viz., Permutation entropy (PE) are evaluated for all 

three groups of the subjects. Permutation Entropy is a nonlinear complexity 

measure which can efficiently distinguish regular and complex nature of any 

signal and extract infonnation about the change in dynamics of the process by 

indicating sudden change in its value. 

The results shows that nonlinear dynamical methods seem to be a suitable 

technique for voice signal analysis, due to the chaotic component of the human 

voice. Permutation entropy is well suited due to its sensitivity to uncertainties, 

since the pathologies are characterized by an increase in the signal complexity and 

unpredictability. Pathological groups have higher entropy values compared to the 

normal group. The stuttering signals have lower entropy values compared to the 

normal signals. 

PE is effective m charaterising the level of improvement after two weeks of 

speech therapy in the case of stuttering subjects. PE is also effective in 

characterizing the dynamical difference between healthy and pathological 

subjects. This suggests that PE can improve and complement the recent voice 

analysis methods available for clinicians. 

The work establishes the application of the simple, inexpensive and fast algorithm 

of PE for diagnosis in vocal disorders and stuttering subjects. 
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CHAPTER I-INTRODUCTION 

Speech is the basic mode of communication and a unique feature of human beings. 

Human speech results from the complex interaction between phonation and articulation. 

Phonation or primary voice signal is generated in the larynx by the vibratory structures 

like vocal folds, ventricular folds and epilarynx. These primary sound signals are filtered 

in the respiratory cavities by vocal tract articulators like the tongue, soft palette, lips 

pharynx and nasal cavity. These articulations are produced by variation of the geometry 

of the filter cavities and thus the recognizable words are produced. If the vocal tract 

contains no constrictions then vowels are produced. In general, speech can be considered 

as a series of voiced and unvoiced sounds in a meaningful temporal sequence [1]. 

According to their mode of excitation, speech sound can be classified into unvoiced 

sounds or fricative and plosives [2]. Speech is basically the acoustic wave produced when 

air is expelled from the subglottal system comprising of lungs, bronchia and trachea. 

When air expelled from the lungs propagates through the nasal tract and the vocal tract, 

which are tubes of non-unifonn crossectional area, these tubes modify the frequency 

spectrum by their resonance effect. The geometry and dimension of these tubes decides 

their frequency selectivity. The resonance frequencies of the vocal tract tube are called 

the formant frequencies: The uniqueness of speech of any individual is decided by its 

spectral characteristics. Complex interplay of frequencies produces characteristic features 

of sound. This emphasizes the importance of acoustic analysis of human voice or vocal 

disorders. Thus sound spectrograph was the principle tool for speech analysis for many 

years. In addition several acoustic perturbation methods were also in use for 

measurement diagnosis and voice treatment. The conventional acoustic analysis tools 

include fundamental frequency (FO), Hannonic to Noise Ratio (HNR), Pitch Amplitude 

(PA), jitter, shimmer, Zero Crossing Rate (ZCR). However, all these traditional 

analysis techniques were based on the assumption that speech production can be 

modeled as a linear process according to the standard assumptions of linear acoustics 



and ID plane wave propagation of sound in the vocal tract [3]. Eventhough this model 

has been applied to speech coding [2, 4]; recognition and synthesis, there are several 

experimental and theoretical evidences for nonlinear aerodynamic phenomenon during 

speech production [5 - 8]. Therefore, recently the application of nonlinear dynamical 

analysis has received much scientific interest and has successfully characterized laryngeal 

pathologies [9 - 15]. 

The sensitiveness of traditional perturbation methods to signal length sampling, noise and 

its appropriateness to aperiodic voice signal [15 - 18] has added to the significant shift of 

interest to non-linear methods. Nonlinear analysis methods are generally based on the 

theory of dynamical systems. Based on this theory, the dynamics of any system can be 

represented in the state space constructed from its dynamical variables. According to 

nonlinear time series methods, the dynamics of any system with many degrees of 

freedom can be investigated using time series of a single scalar observable. From a 

dynamical system perspective a speech signal can be regarded as an observable of speech 

production system, which can be used to uncover its dynamics. 

Considering the voice signal as a time series data necessary infonnation about the 

underlying system dynamics can be extracted by reconstruction of phase space behaviour. 

Recently such method has gained much attention by their successful voice 

characterization [19, 20]. Although such phase space reconstruction methods are found to 

be successful to an extent [12, 14,15, 18,21) they are sensitive to non-stationarity and 

noise contamination of the signals. Conventional nonlinear method of correlation 

dimension is found to be affected by non-stationarity, noise and finite signal length in 

most of the biological data including electroglotagraphic signal [21). Under such 

circumstances new method of entropy based on the asssement of the predictability of the 

system are found to be a better choice [22 - 26]. 

The aim of this thesis is to compare nonlinear dynamical analysis and perturbation 

analysis methods for assessing their applicability in real time and online setup. One of 

the main problems still unsolved in the domain of speech fluency disorders is an 

objective and an automatic way of judgments of patient perfonnance before and after 
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speech therapy sessions and an assessment of gains made after intervention. For an 

effective evaluation and comparison of speech quality improvement clinicians and 

therapist should have quantitative information about the improvement that could be 

provided by specific methods. 

The appropriate application of perturbation analysis and nonlinear dynamic analysis can 

provide different but complementary information and may potentially improve our ability 

to objectively assess voice disorders and evaluate the effects of treatment of laryngeal 

pathologies. 

Most of the existing methods of signal analysis give significant results when the time 

series is simulated from low dimensional dynamical systems and fails or misleads in the 

presence of noise. Hence real world time series analysis of the data requires 

preprocessing for noise elimination. Furthermore embedding dimension and time delay 

are critical parameters in reconstruction of state space and computation is time 

consuming, which restricts its application on real time basis. Hence it is essential to have 

a very fast algorithm, which can process the data at the same rate at which it is acquired. 

Our goal is primarily to detect dynamical changes using technique from real world data 

sets where there is no time for preprocessing and fine-tuning of data. Here we aim to 

make use of non linear parameters like maximum Lyapanov exponent (J"max), Correlation 

Dimension (D2), Kolmogorov entropy (K2) and a new entropy measure Permutation 

Entropy (PE) for this purpose by establishing a link with the conventional state space 

approach. 

We also aim to study the effectiveness of the invariant parameters and PE in extracting 

the change in dynamics caused by abnormalities in the vocal tract. This may be of great 

advantage in preliminary clinical diagnosis in identifying the vocal disorders before 

proceeding for further expensive treatment strategy. 
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Aim of the thesis 

(1) To study the nonlinear characteristics of stuttering subjects vs. nonnal 

Subjects. 

(2) To study the nonlinear properties of nonnal and abnonnal speech Processes. 

(3) To directly compare the efficiency of traditional perturbation and nonlinear 

time series analysis methods in characterizing speech signals of vocal 

disorder and stuttering subjects. 

(4) To estimate the efficacy of speech therapy rendered to the stuttering subjects 

using a fast and robust entropy called Pennutation Entropy (PE). 

(5) To investigate the effectiveness of different methods in detecting change in 

dynamics in the above processes. 

1.1 THESIS ORGANISATION 

Chapter 1: Introduces the problem and defines the aim of the thesis. 

It explains that speech production is not a linear phenomenon but it is a complex 

mechanism and acoustic studies and linear methods are not sufficient to completely study 

the dynamics. It is better to go for a more general method such as an entropy measure to 

differentiate between two kinds of signals, the healthy and pathological cases. 

Chapter 2: Speech production and evidence of Nonlinear Behaviour. 

It deals with the anatomy of speech production and explains the various frequencies that 

arises due to the oscillations of the vocal tract which appears to be quasi periodic in 

nature and due to the modulations of muscle parts in the nasal tract like tongue, lips, jaw, 

teeth etc different resonances of sounds are produced. The evidences of nonlinear 

dynamics in speech production are also explained. 
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Chapter 3: Current Techniques in Speech Analysis 

It includes various linear and nonlinear methods used in the present work and in general. 

Various linear measures to characterize speech process are spectrogram, jitter, shimmer, 

signal to noise ratio, linear predictive coding (LPC) , Pitch amplitude, zero crossing. 

Power spectral analysis, wavelet analysis and statistical methods used to describe the 

complex nature of the system. Nonlinear measures used for characterizing the dynamics 

of speech are Lyapunov exponent, Correlation Dimension, cross-correlation sum, pseudo 

entropy, pseudo correlation dimension, fractal dimension etc. 

Chapter 4: Discusses the results of the analysis of stuttering. 

Chapter 4 deals with the data recording and methodology of analysis adopted in 

stuttering. The present study evaluated speech of 10 stuttering subjects of age groups 16 

- 40 and 10 age matched control subjects speaking Malayalam -their native language(a 

south Indian language). The intension of present research is to find the difference in 

speech parameters between stutterers and fluent speakers. Vocal signals are recorded for 

Malayalam vowels('«ml' '~' '@' and a sentence from a children's story "~ro~ruro~o ruenw 

.oJ61JT3o<ml(2loroo6f1)" the meaning in English is "Both are good friends" using a microphone 

and a multimedia Computer in a sound proof room before a group of audience with a 

sampling rate of 11 khz. 

The results achieved were to develop an obj ective and automatic method for 

charactersing the stuttered and fluent speech. The present work focuses on the robust and 

fast processing of the data using Pennutation entropy (PE) even in the presence of noise 

which were not possible by other nonlinear methods. 

The results indicate that PE is an efficient measure for characterising the audio signal and 

establishing quantitatively the improvement in the progress of post treatment rendered by 

speech therapist and clinicians to Persons With Stammering (PWS) time to time. 

Specifically, the evolution of PE, average phonation number, average PE, maximum 

Lyapunov exponent (A-mu), Correlation Dimension (D2), Kolmogorov entropy (K2) 

calculated proves this. At every level of treatment the PE data can be stored in the 
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database of the patient, which can be compared to the PE data of patients before 

treatment, and the database of PE of the fluent speaker. This can also give the first hand 

information in the diagnosis about the treatment and thus help the therapist and clinicians. 

The result confinns that the stuttering dynamics exhibits lowered complexity when 

compared to that of normal speech signals. No noise filtering or reconstruction of 

attractor is needed unlike other nonlinear methods, which requires lots of computation 

time. PE is robust to noise and allow fast evaluation. 

Chapter 5: Discusses the results of the analysis of vocal disorders. 

The Permutation Entropy technique allows visualizing the differential dynamics between 

healthy voices and voices with some vocal fold pathologies. The evolution of PE, 

Average PE, Correlation dimension, Lyapunov exponent and Kolmogorov entropy 

calculated differentiates the healthy signals from the pathological signals. The results 

show that using PE an overall increase is indicated in PE and this can be measured very 

fast. No noise filtering or reconstruction of attractor is needed unlike other non linear 

methods, which requires lots of computation time. PE is robust to noise and allow fast 

evaluation. 

Two groups of samples were used, one from healthy individuals and the others from 

people with nodule in the vocal fold, Reinke's edema, paralysis, polyps, cancer and 

papilloma. Vowels !cm/, I@.I and Ifdl from Malayalam language are used for analysis. 

Permutation entropy is well suited due to its sensibility to uncertainties, since the 

pathologies are characterized by an increase in the signal complexity and 

unpredictability. The results showed that the pathological groups had higher entropy 

values in accordance with other vocal acoustic parameters presented. This suggests that 

these techniques may improve and complement the recent voice analysis methods 

available for clinicians. Effectiveness of PE to identify the vocal pathologies is verified 

on clinically characterized vocal sound data from 10 patients suffering from six different 

cases. Time series of sound signal for each vowel from 10 pathological cases are used for 

PE analysis. PE of order 5 is calculated for sliding window of 512 samples. 
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Chapter 6: Contains Summary, conclusions and scope for future work. 

This deals with the overall summary, conclusion and scope for future work. 
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CHAPTER 2- SPEECH PRODUCTION AND EVIDENCES OF 
NONLINEAR BEHAVIOUR 

2.1 INTRODUCTION 

Speech production is a complex feedback process in which also hearing, perception and 

information processing in the nervous system and the brain is involved. In this chapter 

the human organs which are contributing to the speech production process are explained 

in brief. For the different categories of speech sounds the mechanism of production is 

explained with respect to sound excitation and the different articulators. On the basis of 

proper tube models, the physics and acoustics of speech sound generation, propagation 

within the speech production system and radiation is discussed. 
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Voice production can be thought of as the activation of an entire system of coupled 

oscillators. The intent to vocalize activates motor commands that are responsible for the 

neural inputs to an array of biomechanical, neural, and acoustic oscillators (large box in 

Figure 2.1). 

'-o. __ ....,,'-o. __ ...... Io..-_~--'~ 
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Figure 2.1. A list of biological oscillators involved in voice production and factors that 
may influence them. 

The vocal folds are the primary oscillating system that produce the carrier signal (the 

glottal airflow). All other oscillators can then be thought of as modulators of the carrier 

signal. Some of the modulations are nearly sinusoidal (respiratory, heart beat) but many 

are high dimensional (action potentials of muscles, air vortices, mucus in motion). Yet 

others are passive oscillators (tracheal resonator, supraglottal vocal tract, various sinuses) 

that can influence the primary oscillating system. We can assume that the system of 

coupled oscillators contains and releases information about the human body; in particular, 

about its genetics, development, age, disease, language, culture, food and drug intake, 

and response to the environment (Figure 2.1). 
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Voice perturbation analysis has the goal of extracting some of this information from the 

voice signal. In all cases, the procedure is extremely difficult and usually requires 

consideI1lble 8 priori knowledge about the modulations to be extracted. Therein lies the 

primary problem of voice perturbation analysis in its present state. Many studies are 

needed to isolate the iodividuaJ conbibutions of each oscillator. Some of these studies are 

underway (1. van den Berg [1]). 

Before discussing the acoustic theory and modem techniques in nonlinear dynamics for 

speech analysis. it is important to consider the various types of sounds that make up 

human speech. Speech can be broken down in to small segments called phonemes, each 

of which is unambiguously distinguishable aod can be represented by any of a number of 

different phonetic alphabets. The figure 2.2 shows 8 scbematic diagram of the vocal 

system . 

---

'--
Figure 2.2. Schematic diagram of the voca1 system shows components in the airway 
system in the head, neck, and chest (Titze, 19948)[2]: The lungs produce pressure that 
drives the subglottal airstream. The airstream is fed to the larynx via bronchi and trachea. 
The primary function of the larynx is to protect the airway system from foreign material 
(such as food) which passes into the esophagus doring swallowing. The vocal tract, 
comprised of pharynx and oral and nasal cavities, filters the primary sound signal 
generated by airstream-driven oscillations of the vocal folds in the larynx. 
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The basic mechanism for producing any sound is to expel air from the lungs, usmg 

muscular action. The actual mechanism by which we create a phoneme can be split into 

two main categories, voiced and unvoiced that can be further split in to vowels, fricatives 

or plosives. 

Voiced speech or phonation is produced by oscillating the fleshy membranes inside the 

larynx which are known as the vocal folds. The oscillation is set up by forcing the vocal 

folds closed which causes pressure to build up below the folds, gradually forcing them to 

open again allowing the air to flow from the sub glottal region in to the mouth. This 

rapid air flow creates a Bemoulli force which coupled with the muscular action of the 

vocal muscles produces the sound. 

Thus an oscillation is set up with the fundamental frequency being a function of the 

vocal fold tension which is controlled by the vocallS muscles. This theory of how the 

oscillations occur is called the myoelastic/aerodynamic theory of phonation [3]. 

Speech sounds are classified into 3 distinct classes according to their mode of excitation. 

Voiced sounds are produced by forcing air through the glottis with the tension of the 

vocal cords adjusted so that they vibrate in a relaxation oscillation, thereby producing 

quasi-periodic pulses of air which excite the vocal tract. When there is a constriction at 

some point in the vocal tract (usually towards the mouth end), thereby forcing air 

through the constriction at a high velocity to produce turbulence, fricative or unvoiced 

sounds are generated. 

When there is complete closure (again, towards the front of the vocal tract ), building up 

pressure behind the closure, and abruptly releasing it plosive sounds is produced. 
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2.2 PRODUCTION OF SPEECH 

As sound generated as mentioned above, propagates down the non uniform cross· 

sectional tubes of the vocal tract and nasal tract shown as in figure 2.3. 

"IUSCI..E FORCE 
I 

LUNGS TRACHEA 
6RONCHI 
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CORDS 

VOCAL TRACT MOUTH 

.. p 

Figure 2.3 .-Schematized diagram of the vocal apparatus (After Flanagan et al. [4]) 

The frequency spectrum is shaped by the frequencies selectivity of the tube as shown in 

figure 2.3. The resonance frequencies of the vocal tract tube are called formants. The 

formant frequencies depend upon the shape and dimension of the vocal tract. Each shape 

is characterized by the formants frequencies. Different sounds are performed by varying 

the shape of the vocal tract. Thus spectral properties of the speech signal vary with time 

as the vocal tract shape varies. 

One of the basic method of analysis is spectrogram. The time varying spectral 

characteristics of speech signal can be graphically displayed through the use of sound 

spectrograph. It produces a 2 dimensional graph called spectrogram in which the vertical 

dimension corresponds to frequency and horizontal dimension to time. The darkness of 

the pattern is proportion .to the signal energy. Thus the resonance frequencies of the vocal 

tract show up as dark bands in the spectrogram. 
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Due to the complex interplay of frequencies produce the characteristic features of sound. 

This emphasizes the importance of acoustic analysis of human voice or human disorders. 

For an extended introduction to the anatomy and physiology of the human voice 

production system see, e.g., [4] and [5]. 

2.3 EVIDENCE OF N ONLINEAR BEHAVIOUR 

There are a number of areas that show evidence of nonlinear behaviour in speech 

generation: 

1. Vocal folds 

2. Turbulent air flow 

3. Non-plane wave propagation 

4. Higher order statistics 

5. Chaotic behaviour 

The following sections look at each of these areas. 

1. Vocal folds 

There are a nwnber of features about the oscillation of the vocal folds that show they are 

nonlinear: In a linear model the output is proportional to the input and yet the wavefonn 

generated from vocal fold oscillation actually changes shape under different amplitude 

levels. Detailed studies [6, 7] of this effect show that not only does the spectral content of 

the pulse alter with amplitude but also that the spectral envelope changes with 

fundamental frequency. The vocal chords display bifurcations [8-to]. The clearest 

example of this is the passage from unvoiced to voiced speech where the oscillations 

move from an equilibriwn state, i.e. not moving, to a pseudo-periodic motion. 

Bifurcations are a trait of nonlinear systems but in this case there has to be a question as 

to whether the bifurcations are caused by the driving force passing a threshold, as in 

classic bifurcation systems, or whether there is some higher muscular force that is 

controlling the transition. Models such as multiple masses routinely include non linear 

coupling between the mass elements [11, to]. This is based on the knowledge that the 

cartilage and flesh constructing the larynx have nonlinear stretching qUalities. A nwnber 

of works have suggested that chaotic modes of operation can be found for vocal fold 
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oscillation. These works should be viewed very carefully since chaos is an extremely 

difficult phenomenon to quantify, as will become clear throughout this thesis, and can 

very often cause very misleading results. 

2. Turbulence 

When unvoiced speech is created there is a point of constriction in the vocal tract which 

causes turbulence to occur. Turbulence is a nonlinear effect which occurs because of an 

interaction between the air flow and the acoustic sound field. As already discussed there 

is plenty of evidence to show that cavitation noise, which is turbulence, is chaotic and 

there are a number of works that suggest the same is true of fricative sounds. 

3. Non-plane wave propagation 

The usual model of the vocal tract is that the sound travels along the tract as plane wave 

propagation. Recently this view has been challenged by Teager and Teager [12] who 

suggest that the flow consists of a number of vortices. This work is based on examining 

the air flow at a range of points within the vocal tract using hot wire anemometers. If this 

is indeed the case then it throws into question the whole acoustic model which is based 

on the idea that the vocal tract can be considered as a number of acoustic tubes which 

have well defined reflection and standing wave properties. A good example that shows 

this effect is given by Kubin [13]: what is the mechanism for human whistling since no 

part of the vocal tract is in oscillation? The explanation given is, in summary, that an 

unstable jet of air is created which gives rise to vortices, when the travelling time through 

the vocal tract matches the frequency of the vortices then periodic vortex shedding occurs 

at the lips giving rise to the narrow band whistle. 

4. Higher order statistics 

Higher order statistics (HOS) can be used to identify the underlying nonlinearities present 

in a system. Unfortunately the application of HOS theories to noisy signals is very 

difficult and consequently the application of HOS to speech has not produced conclusive 

results. However what results have been published [14, 15] suggest that there is strong 

evidence of quadratic phase coupling, which would indicate nonlinearity. 
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5. Chaotic behavior 

Several times in this chapter the possible existence of chaotic behaviour has been 

suggested. This section gives a quick overview of the work that has been conducted and 

some discussion of the possible shortcomings that may give rise to a number of 

misleading results. Most of the work in this field seems to have been inspired by the work 

ofTeager and Teager [12] which gave clear indications that speech was nonlinear; if it is 

nonlinear then could it be chaotic or fractal in nature? Maragos [16] suggests that 

fricatives have a fractal dimension of as low as 1.7 whilst vowels may have a fractal 

dimension of nearer 1.2. The calculation of this dimension is through the box counting 

technique [17] which is restricted to a 2 dimensional plane and explains why the figures 

are so low, and in disparity with the dimension measures given by other authors. It should 

be noted that this is not saying that the measurements are wrong it is merely pointing out 

that the box counting dimension looks at the dimension of a waveform not of the 

generating system itself. The paper also shows calculation of dimension using very small 

data sets and showing no form of noise cancellation, these are shortcomings that are 

consistent with many other papers in the field. Both Boshoff [18] and McDowell and 

Datta [19] give similar analyses suggesting box counting dimensions of between I and 2 

although McDowell and Datta [19] point out that the accuracy of these results is 

questionable. Pickover and Khorasani [20] attempt a similar analysis but on full 

sentences. This raises the spectre of stationarity; speech is constructed from many small 

segments that individually may be viewed as stationary, the normal size of these sections 

is about lOms which is based on the relatively slow movement of the articulators, but a 

complete sentence includes many different modes of operation and indeed periods of 

complete silence. As a diagnostic tool this approach may have some use if it is used to 

compare the characteristics of different speakers saying the same sentences, but should 

not be used to give a definition of the fractal dimension of speech as a whole. 

Marcato and Mumolo [21] show that fractal theory can be applied to the LPC to give an 

efficient coding of the residual signal. Fractals are similarly applied to image coding [22] 

and speech recognition (23]. 
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McLaughlin and Lowry [24] use the correlation dimension to investigate a range of 

vowels with the conclusion that although they do seem to show low dimensional 

properties, the correlation dimension fails to give an accurate measure. These results are 

consistent with the general disenchantment with correlation dimension when applied to 

real world signals. Tishby [25] again examines the correlation dimension giving similar 

vague reports of dimensions ranging from 3 to 5 for voiced speech. He also looks at the 

possibility of forming a local nonlinear predictor using neural networks to enhance 

current predictor based systems. A similar work by Moakes and Beet [26, 27] suggests 

that speech is low dimensional and they apply Radial Basis Functions (RBF) to both 

recognition and predictive problems. Berhard and Kubin [28, 29] give preliminary 

evidence for low dimensional behaviour, of the order of 1 to 2, for vowels. In a very 

recent paper Narayanan and Alwan [30] look at fricatives showing the difficulties of 

convergence for the correlation dimension but suggesting low dimensions for vowels and 

high, around 4 to 7, dimensions for fricatives. They also examine the Lyapunov spectra 

suggesting that vowels have a non-chaotic structure whilst fricatives may have a single 

positive exponent. Bohez, Senevirathne and VanWinden [31] give a very clear 

application of fractal theory to recognition of vowels. Again they do not attempt to infer 

the actual underlying system's dimension from the fractal dimension but rather use it as a 

discriminatory tool. In another paper by the same authors they present an analysis of 

speech using an alternative box counting technique called the amplitude-scale method. 

Unfortunately this technique seems to give wildly different results from the box counting 

technique and again is limited to a 2 dimensional space. Townshend [32] gives a very full 

overview of the possible uses of nonlinear predictors in speech along with presenting 

correlation dimension results of just less than 3. These results again do not appear to be 

for stationary segments of speech and must be considered with care. As should be clear 

there has been considerable work presented in the field although on the whole the 

problems of noise contamination, data set size and stationarity have not been addressed 

fully. 
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Chapter 3-CURRENT TECHNIQUES IN SPEECH ANALYSIS 

This chapter gives a detail account of various linear and nonlinear techniques used for 

speech analysis. Special emphasis is given to methods used for characterizing 

pathological conditions like vocal disorders and stuttering in speech process. The vocal 

and voice diseases should to be diagnosed in the early stages. It is well known that most 

of these diseases cause changes in the acoustic voice signal. Therefore, the voice signal 

can be a useful tool to diagnose them, In the bibliography, there are many algorithms to 

calculate acoustic parameters and it was shown that there is a great correlation between 

these parameters and the pathologies. For example, it was demonstrated that some 

acoustic parameters are deviated from the mean in the case of pathological voices. 

Furthermore, the diagnosis of pathologies from the VOIce signal presents several 

advantages with regard to other methods: 

I. It is a non-invasive tool and easy to use, the patient only has to speak. 

2. It makes possible to build an automatic computer based diagnosis system. 

3. The diagnostic is objective because it is based on the value of acoustic parameters. 

4. It can also be used for the evaluation of surgical and pharmacological treatments and 

rehabilitation processes 
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3.1 LINEAR TECHNIQUES 

The analysis of voice signal is usually performed by the extraction of acoustic parameters 

using digital signal processing techniques. After that, these parameters are analyzed to 

determine the characteristic of the voice: nonpathologic, pathologic and the type of 

pathology. 

In the bibliography, there are a great number of acoustic parameters that can be extracted 

and analyzed, however it is not absolutely clear its usefulness for solving the problem. 

The selection of the most appropriate parameters is still an open problem. 

NEEDS FOR DATABASE 

There is a need for at least three types of databases, which should be recorded under 

standard acoustic conditions, on standard linguistic material within a language and 

comparable linguistic material across languages, on standard equipment, under standard 

procedures, with standard biographical documentation of the speakers involved. The first 

is a database of voice samples of patients known to be suffering from specific voice 

disorders, both pathological and functional. This database should include graded samples 

of a wide range of disorders at different degrees of severity, from men, women, and 

children. The second is a database of speakers suspected to be suffering from laryngeal 

pathology or dysfunction, recorded before diagnosis, with subsequent information 

available about the diagnoses. The third is a database of a control group of speakers, 

matched in sex, age, socioeconomic status, general physique, and general state of health 

to the speakers of the first two databases. This control database should be divided into 

two halves: smokers and nonsmokers. Neither group of control speakers should have a 

reported history of voice disorders. 

A major part of the study of perturbation has examined the speech waveforms of young, 

healthy adults (usually university students), together with the phonation of speakers with 

abnormal laryngeal conditions. In the latter group, the speakers are often older than the 

healthy speakers, and predominantly male in sex. For a control group, data should be 

collected from a wider age and sex range of speakers to provide more representative 
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nonnative infonnation. For the pathological group, data should be collected from as wide 

a range of disorders as possible. The voice samples in the databases should include not 

only the production of sustained vowels, but also a sample of continuous speech. 

MAJOR ISSUES 

The major issue in perturbation is determining the correlation between the acoustic 

characteristics of perturbed phonation and their anatomical, physiological, and 

aerodynamic counterparts. Once a better understanding is achieved of the mechanical 

consequences for phonation of different types of disruption of laminar tissue 

relationships, the search for an automatic system that is capable of providing diagnostic 

support to clinicians will be able to proceed on sounder footing. An important part of this 

development will be the optimization of the choice of perturbation parameters for 

different disorder types. Practically, a crucial objective is the development of a 

microprocessor-based version of perturbation analysis for low-cost use in otolaryngology 

clinics and speech pathology clinics, to provide quantified support for remedial and 

monitoring functions. In the meantime, progress in this area is likely to be focused on 

correlational studies of the connection between types and degrees of perturbation and the 

typology of laryngeal disorder that a combination of acoustic analysis, fiberoptic 

laryngoscopic inspection and histological examination can show. The potential usefulness 

of perturbation measures for assessing laryngeal pathology seems beyond doubt. The 

nature of the approaches to perturbation that will be the most profitable for patients 

suffering from laryngeal pathology remains to be established. 

Scientist from vanous fields has developed a variety of methods and tools for the 

detection of nonnal as well as characteristic features in various vocal pathologies . This 

has provided the physician and speech therapist with several tradition tools for acoustic 

analysis. Various cases of acoustic analysis of nonnal and pathological voices are 

reported [1-4]. Acoustic methods have the potential to provide quantitative techniques for 

clinical assessment of laryngeal and vocal tract function. Though several methods like 

laryngoscopy, glottography, electromyography, stroboscopy and acoustic analysis [5] 

currently exists for laryngeal and vocal tract research, acoustic analysis have added 
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advantage over other methods because of its nonintrusive nature. Diagnosis of voice 

pathologies is mainly done using either sUbjective technique like evaluation of voice 

quality by the clinician or invasive methods like laryngeoscopical techniques. Several 

quantitative measures of voice quality assessment [6 - 9] are proposed in the recent years 

which help in the documentation of evolution of the pathological condition. Such 

measures can prove to be useful for application in fields like preventive medicine and 

telemedicine. 

Acoustic tools are commonly used by speech clinicians, such as surgeons and speech 

therapists for recording changes in acoustic pressure at the lips or inside the vocal tract. 

These tools [10], amongst others, can provide potentially objective measures of voice 

function. Although acoustic examination is only one tool in the complete assessment of 

voice function, such objective measurement has many practical uses in clinical settings, 

augmenting the SUbjective judgement of voice function by clinicians. These measures 

find uses, for example, in the evaluation of surgical procedures, therapy, differential 

diagnosis and screening [10, 11], and often augment subjective voice quality 

measurements, for example the GRB (Grade, Roughness and Breathiness) scale [12]. 

These objective measures can be used to portray a 'hoarseness" diagram for clinical 

applications [13], and there also exists a variety of techniques for automatically screening 

for voice disorders using these measures [14 - 16]. 

Traditionally voice signals has been modeled as a linear process and therefore, most of 

the tools are based on linear system theory. Most conventional linear time series 

analysis methods [17, 18] implicitly assume that the data come from a linear dynamical 

system, perhaps with many degrees of freedom and some added noise. Thus the variation 

is assumed to be a superposition of sine waves or exponentials that grow or decay in 

time. Most commonly used linear methods to characterise the system dynamics are 

autocorrelations, Fourier analysis and power spectrum representation. For stationary data 

with inherent periodicities, Fourier analysis [19] turned out to be extremely useful and 

this lead to the development of signal processing era in all experimental data. Signal 

processing continued to gain importance with the growth of electronic industry and 
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became extremely useful with the invention of Fast Fourier Transform computer program 

[20]. Spectral analysis saw another fantastic leap with the introduction of wavelets in the 

mid 1980s [21]. With the invention of information theory by Shanon and Weaver [21] 

time series could be understood in terms of symbolic dynamics. 

In short linear methods interpret all regular structure in a data set as a dominant 

frequency, as linear correlations. This means that the intrinsic dynamics of the system are 

governed by the linear paradigm that small causes lead to small effects. Since linear 

equations can only lead to exponentially growing or periodically oscillating solutions, all 

irregular behaviour of the system has to be attributed to some random external input to 

the system. [22]. 

The most important vocal acoustic parameters for clinical use are measurements of 

acoustic spectrography, fundamental frequency (FO), Harmonic-to-noise ratio(HNR), 

vocal extension profile, and perturbation index - jitter and shimmer [23] , zero crossing 

rate, wavelets. 

1. Spectrogram 

According to [24] fundamental frequency is determined physiologically by the number 

of cycles that the vocal folds make in a second, and they are the natural result of the 

length of these structures. During sound production the characteristic features of sound 

are produced by the interaction and complex interplay of frequencies coming from the 

vocal tract and the nasal tract. 

The common acoustic method for speech analysis is the sound spectrogram which gives a 

graphical display of the time varying spectral characteristics of the speech signal [25, 26] 

The spectrogram is fundamental to the analysis of speech sounds [27,28]. The particular 

arrangement of the frequency components in a phoneme is a strong indicator of the 

associated phonetic category [27]. Under certain restrictions, similar and related analysis 

of speech sounds produced by patients can be a valuable aid to the diagnosis and progress 

monitoring in the course of medical treatment for voice disorders [28]. :., This device 
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produces a two-dimensional pattern called a spectrogram in which the vertical 

dimension corresponds to frequency and the horizontal dimension to time. The darkness 

of the pattern is proportional to signal energy. Therefore, the resonance frequencies of 

the vocal tract show up as dark bands in the spectrogram. 

Voiced regions are characterized by a striated appearance due to the periodicity of the 

time wave form, while unvoiced intervals are more solidly filled in. The spectrogram is 

basically a series of power spectra for small, consecutive time sections of the speech 

signal. The width of the time window for the Fourier transform has a great effect on the 

characteristics of the spectrogram produced. A long time window produces a narrow 

band-pass filter which allows the harmonic structure to be seen in spite of blurring the 

time definition. The spectrogram can be used to identify individual segments of speech, 

such as phonemes, each of which has its own spectral structure that can become clear to 

the trained eye. Furthermore the spectrogram can also be used to give information on the 

frequency of the glottal closure of the signal seen on the wide-band spectrogram as the 

reciprocal of the time period seen between the vertical lines. The spectrogram can also be 

used to identify the formant frequencies which are the dominant frequencies in the 

frequency spectrum. 

3.2 PERTURBATION ANALYSIS: 

The attempt to discover objective acoustic and physiological ways of characterizing 

laryngeal waveforms in terms of perturbation parameters has a history of over 30 years, 

beginning with the pioneering work of researchers such as Moore and von Leden [29], 

Moore [29], Lieberman [30], and Michel [31]. From this base, the topic of perturbation 

has attracted many contributions from speech science, signal processing, laryngology, 

and speech pathology [32 - 63] 

A somewhat comparable approach is taken by Ludlow et al. [64], where perturbation is 

represented as a deviation from a locally calculated trend in terms of the difference 

between a given period and the average of the periods two cycles to the left and right. 

Alternative characterizations of perturbation have tended to focus on the relationship 
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between adjacent phonatory cycles; for instance, in tenns of how often the difference in 

value of adjacent cycles tends to change its algebraic sign (e.g., Hecker and Kreul's 

directional perturbation factor) [65]. Another approach is Horii's [47] jitter ratio, which 

calculates the average magnitude of the differences between adjacent periods. A more 

computationally intensive approach is to examine the serial correlation between periods 

as done by Baken [66]; Iwata and von Leden [67J and Iwata [68] explore the interesting 

possibility that different types of serial correlation may discriminate between different 

types of pathology. 

The analysis of period and amplitude values from continuous speech is more difficult 

than from sustained monotone vowels because the detecting algorithm must examine a 

variety of signal structures produced by interactive segmental effects of the dynamic 

movements of the articulators, together with mUltiple voicing onset and offsets [69]. It is 

probably also thereby more subject to the risk of artifactual distortion. If continuous 

speech data are used for perturbation analysis, then a minimum duration of speech 

material is required to stabilize long-tenn measurements of perturbation (e.g., the mean 

and standard deviation of each perturbatory parameter). In an experiment reported by 

Hiller [70J, it was found that a 40-second sample of read speech provided relatively 

stable long-tenn speaker~characterizing parameters of perturbation for healthy male and 

female speakers. This finding is in general agreement with the results of previous studies 

of the long~term features of the voice (in particular for long-term characteristics of 

fundamental frequency) studies described by Hiller [70] and Baken [66] provide the 

technical basis for the discussion that follows on the applications of automatic systems 

for quantifying the perturbatory characteristics of phonation. Emphasis in the discussion 

will be placed on noninvasive acoustic methods, but some comment will also be made on 

selected physiological methods. 

Jitter refers to a short tenn(cycle-to-cycle) perturbation in fundamental frequency 

of voice. Acoustically, perturbation can characterize the laryngeal waveform in 

both the time domain and the frequency domain. In the time domain, dysperiodic 

perturbation of the cycle-to-cycle variation in fundamental frequency is called 
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jitter. Some of the early investigators (e.g., Lieberman [30], 1961) [69] displayed 

speech waveforms oscillographically and saw that no two periods were exactly 

alike. Perturbation can acoustically characterize the laryngeal waveform in both 

the time domain and the frequency domain. [69]. The fundamental frequency 

appeared jittery; hence, the term jitter. Jitter is affected mainly because of lack of 

control of vocal fold vibration, which are related with presence of noise at 

emission and breathiness . 

Small and apparently random perturbations of the vocal waveform's period and amplitude 

(referred to as jitter and shimmer, respectively) have received a great deal of attention 

[69]. John Laver et. al. [69] suggests that automatic extraction methods make assessment 

of vocal perturbation a potential part of routine clinical assessments [69]. Careful 

attention will have to be paid to several technological issues, particularly to the quality of 

recorded voice samples used for this kind of analysis. Better databases must be 

developed, and the underlying voice physiology requires clarification. 

Haydee et. al [71] carried out analysed vocal characteristics related to intensity and 

fundamental frequency and their perturbations indices - jitter and shimmer, in children 

with phonological disorder [71]. The Computer Speech Lab was used to record and 

perfonn acoustic analyses of the vowels laJ, lel, lil, through the vocal parameters: 

fundamental frequency, intensity, jitter and shimmer. The results found were that 

frequency FO for vowel le I was smaller, on an average , in the phonological disorder 

group and it was higher Hz in the Control group. No differences between the groups were 

found regarding the averages of jitter and shimmer. The results found in the present study 

point to the fact that these children with phonological disorders compared to children 

without disorders do not present any abnormality that affects the vocal folds, either 

muscle or neural activity involved with phonation, either lesions that may cause increase 

in aperiodicity of vocal fold vibration, which reflect the increased values of jitter [71]. 
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The study also indicated that the characteristics such as reduction of glottic resistance, 

vocal fold mass lesions and greater noise at production, factors that could lead to 

affections of shimmer values, were not necessarily found. 

Fundamental frequency FO and Harmonic to noise ratio 

The spectral shape and level of the noise in the voice signals was estimated with a 

cepstrum-based technique described by De Krom for laryngeal voices [72]. Various 

features of a voice spectrwn are disentangled in the corresponding cepstrum (the inverse 

Fourier transform of the log spectrum) and can then be manipulated separately. Overall 

spectral shape is represented at the low end of cepstrum. The harmonic structure gives 

rise to a few equidistant peaks in the cepstrum. The noise contributes to various cepstral 

parts: the envelope to the low end and the fine structure mainly to the higher regions. By 

application of a comb filter to the cepstrum, energy related to the harmonic structure in 

the spectrum can be removed. After a reverse transformation and a level correction, an 

estimated noise spectrum can be obtained. An example is an acoustical tracheoesophageal 

(TE)-voice spectrum and its estimated noise spectrum are shown Fig. 3.1. From these 

spectra the harmonics-to-noise ratio is calculated in the regions of first (HNR Fl) and 

second formant (HNR Fl), by subtraction of noise and signal intensity below 700 Hz and 

between 700 and 2300 Hz, respectively. 

w~----~------~------, 

o 500 1000 1500 
trequency 1Hz) 

Fig. 3.1 Spectrum of a TE voice (thin, dotted line) with its estimated noise spectrum 

(heavy line). The lower harmonics are clearly visible and show the periodicity of the 
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voice but for increasing frequency the level of the noise increases and above 1 kHz the 

noise spectral density is larger than the level of the hannonics. 

When measuring fundamental frequency in signals with a low hannonics-to-noise ratio 

the result may become very unstable due to random fluctuations of the noise. To reduce 

the influence of noise the calculations were conducted in the spectral domain: not only 

the fundamental but also the positions of the higher harmonics were used by calculating 

the largest common divider of their frequencies. 

This method was first described by Schroeder (1968) [72], applied by Festen et al. (1996) 

[72], and is illustrated in Fig. 3.2. The spectrum of the signal was added to versions of the 

same spectrum compressed along the frequency axis by small integer numbers. 

Compression by a factor of two brings the second harmonic at the FO-position, 

compression by a factor of three the third hannonic, etc. The sum of these compressed 

spectra is called harmonic product spectrum and it generally shows a clear peak at the 

fundamental frequency, even for noisy signals. The vocal intensity is determined as the 

sound pressure level in dB. 

Fig. 3.2 The lower trace shows an arbitrary harmonic voice spectrum. The middle and 

upper trace show the same spectrum but compressed by factors two and three, 

respectively. This compression of the frequency scale brings successive higher harmonics 
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at the position of FO. An addition of these spectra gives a strong peak at the fundamental 

frequency because here peaks in the various spectra coincide. 

Pitch Amplitude and coefficient of excess 

Two parameters used to determine the voice signal noise quantity are the deterministic 

harmonic to noise ratio (HNR) and the coefficient of excess (EX) that evaluate the noise 

from a statistical point of view [73]. The latter measures differences in shape of the 

distribution of the residue signals. 

Pitch Amplitude gives a normalized measure of the amplitude of the pitch period peak of 

the residue signal autocorrelation function. This parameter is high for signals with 

clearly defined pitch period such as voiced sounds (vowels). For breathy vowels of 

pathological speakers, the PA is low because the signals have weak periodicity [73]. 

Parameters like jitter and shimmer evaluate perturbation or noise content in the voice 

signal. 

Shimmer 

Shimmer refers to the variation of the amplitude of sound wave, or intensity of vocal 

emission and it is the Perturbation of the cycle-to-cycle amplitude of successive laryngeal 

pulses [69]. Shimmer is affected mainly with reduction of glottic resistance and mass 

lesions in the vocal folds, which are related with presence of noise at emission and 

breathiness [69]. In the frequency domain, a frictional element can add spectral noise to 

the laryngeal waveform. Jitter and shimmer contribute to the rough perceptual effect 

usually called harshness.in acoustory perspective. Spectral noise alone is associated with 

the auditory effect called whisperiness, and voices showing this effect can be called 

whispery voices. When spectral noise is added to jitter andlor shimmer, this has the 

auditory effect of adding whisperiness to harshness, and the composite quality is usually 

called hoarseness, or hoarse voice. Physiological1y, the frictional element in whispery and 

hoarse voices is caused by incomplete glottal closure [69]. The incomplete closure can be 

the result either of individual, habitual adjustments of the phonatory muscle system, or of 

mechanical intrusion into the glottis of obstructions such as vocal nodules, polyps, and 
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other types of growths, or of paralysis of one or both vocal folds. Severe perturbations are 

almost always signs of either pathological or functional disorder, but slight perturbations 

are evident in all speaking voices, especially at the borders of voicing episodes. An 

important consideration in the ability of acoustic techniques to register perturbation data 

is therefore the sensitivity of the acoustic technique itself. 

[69] showed that a simple bivariate plot for a directional perturbation factor in a shimmer 

parameter against mean fundamental frequency for a control group of 63 male speakers 

versus a group of 55 male speakers known to suffer from a variety of laryngeal 

pathologies. The results for the control group are expressed partly in terms of an ellipse 

surrounding two standard deviations of the data on the two parameters. The boundary of 

the ellipse can be used as a practical screening threshold for the detection of vocal 

pathology. This can be seen from the fact that only 9.5% of the control speakers fall 

outside the ellipse, and therefore register as false positives, whereas 90.1 % of the known 

pathological speakers fall outside and are therefore successfully detected as probable 

pathological [69]. For a similar treatment of a group of 54 pathological female speakers 

versus a control group of 58 female speakers presumed healthy, 79.6% of the 

pathological speakers were successfully detected by this method, at a cost of 10.3% false 

positives. 

Studies [74] used to analyze sustained vowels generated by patients before and after 

surgical excision of vocal polyps by Yu Zhanga and Clancy McGilligan showed that 

jitter shows a significant post surgical decrease. Uloza [75] found thatjitter and shimmer 

are useful for studying the effects of surgery on vocal function; however, Zeitels et al. 

found that there was not a significant difference in jitter measurements after surgical 

excision of vocal fold lesions, although there was a significant postsurgical decrease in 

shimmer measurements. Methodological issues have been raised regarding jitter and 

shimmer because of the sensitivity of these two parameters to variations in recording 

systems, analysis systems, and extraction algorithms [75]. In addition, systems employed 

for these perturbation parameters cannot reliably analyze strongly aperiodic signals 

[76, 77]. It has been suggested that jitter and shimmer measurements are reliable for 
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voice analysis only when their values are less than 5% [78, 76] and may be wrreliable 

when large instabilities in voice waveforms are observed [77]. Since jitter and shimmer 

only represent reliable parameters for nearly periodic voice signals under small 

perturbation conditions, seeking complementary objective measures capable of analyzing 

aperiodic voices and assessing the effects of surgery is important. 

On the other hand, Zeitels et al. [79J found that there was not a significant difference in 

jitter measurements after excision of benign vocal-fold lesions, although there was a 

significant decrease in shimmer measurements. The study of Zeitels et al. and other 

studies suggest that these perturbation measures should be applied with caution, 

particularly when a periodic or chaotic voice signals are being analyzed. A similar 

conclusion was arrived at via their recent experiments with excised larynges [80]. Jitter 

and shimmer are recognized as inadequate for analysis of far from-periodic voices. The 

voices from patients shqwed a statistically significant postsurgical decrease in jitter, but 

not in shimmer. 

[81] studied vocal jitter and shimmer in stuttering. The purpose of this study was to test 

for the presence of significantly different jitter and shimmer during vowel production in 

the fluent phonations of stutterers compared to nonstuttering matched controls. 

Vocal jitter and shimmer measures of the fluent phonations of 14 stutterers, 12 male and 

two female, were compared with jitter and shimmer measures of a group of non stutterers 

matched for age and sex. Each subject phonated four vowels nine times in random order. 

Each phonation was sustained for at least 5 sec and was tape-recorded. The mid-3-set 

portion of each recorded vowel phonation was subjected to jitter and shimmer analyses. 

Measures for stutterers were larger in both instances. Significant differences between 

stutterers and nonstutterers were obtained for shimmer measures. Differences on jitter 

measures were not significant. High variability in the stuttering group accounted for the 

nonsignificant finding in jitter measures and, in general, indicated heterogeneity among 

the stutterers. Findings led to the tentative conclusion that in fluent sustained phonation, 

35 



stutterers demonstrate less stable control of respiratory-laryngeal dynamics than 

nonstu tterers. 

Vocal jitter and shimmer are cycle-to-cycle variations m frequency and amplitude, 

respectively, of the quasiperiodic glottal tone. Jitter and shimmer are acoustic measures 

of these vocal perturbations obtained from sustained vowel phonations, which have 

proved useful in describing voice characteristics of nonnal and pathologic speakers (Deal 

and Emanuel, [82] Horii, [82 - 85] Smith, et al., [86]. Lower indices of magnitude on 

either jitter or shimmer indicate less vocal perturbation and greater stability in the tine 

motor control of phonatory behavior. If the magnitude of vocal perturbation, either jitter 

or shimmer, in the fluent phonatory behaviors of stutterers was shown to be significantly 

greater than that of nonstutterers, this would provide additional support to the hypothesis 

that stutterers may demonstrate generally less competent neurophysiologic regulatory 

control over their peripheral mechanisms of phonation and respiration [87]. 

The jitter and shimmer analysis of the recordings was performed using a computer 

program SEARP developed by Horii [88, 83, 84]. The mid-3-see segments of 

accelerometric signals of vowel phonations recorded on magnetic tape were subjected to 

the SEARP analysis to obtain the jitter and shimmer data. The program used a peak­

picking method to identify individual periods. Jitter is reported in percent. Jitter in 

percent was obtained by averaging absolute differences between periods in milliseconds 

from one cycle to the next, dividing the result by the average period and multiplying this 

value by 100. Shimmer in dB was defined as the average decibel difference between peak 

amplitudes of consecutive cycles. 

A significant difference was found between nonstutterers and stutterers on measures of 

shimmer. However, differences in jitter between the two groups were not found to be 

statistically significant. This finding was unexpected in that Horii (1980) [84] had 

reported a significant, though modest, correlation between jitter and shimmer (r = 0.47, 

P < 0.00 I ).Because of the supposed relation between the two phenomena, it was expected 

that either significant differences between stutterers and non stutterers would be found for 
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both jitter and shimmer measures, or that no significant difference would be found for 

either measure. Means of both jitter and shimmer measures of the stutterers were larger 

than those of the nonstutterers, indicating that the sustained phonations of the stutterers 

were less stable than those of the nonstutterers in tenns of both vocal frequency and 

intensity. The significant difference between stutterers and nonstutterers with respect to 

shimmer in dB and the differences observed with regard to jitter, coupled with the 

relation between the two phenomena, led to the probable conclusion that steady-state 

phonations of stutterers are different from those of nonstutterers. The direction of this 

difference suggests that stutterers have less stable neuromuscular control over the events 

regulating the aerodynamics of the laryngeal and respiratory systems during sustained 

fluent vowel articulations than nonstutterers [81]. Steady-state, sustained phonation 

involves an even maintenance of such forces as vocal fold tension, mass, length, and 

subglottic pressures, while it also maintains the supralaryngeal articulatory adjustments 

required for production of the vowel. Differences observed between the two groups 

suggest that nonstutterers are better able to control these forces than stutterers. The large 

standard deviation of jitter measures of stutterers accounts for the lack of significance 

between the two groups. In general, the higher variability revealed by the standard 

deviations of both jitter and shimmer measures of the stutterers suggests a greater 

heterogeneity in this popUlation. 

In order to arrive at a conclusive result this type of study on larger homogeneous samples 

of stuttering speakers are to be carried out. 

Mean jitter measures of each of the four vowels were very similar within groups. This 

was also true for shimmer measures. Given that main effects for vowels and group 

interaction effects with vowels were not significant, it would seem appropriate to suggest 

that future studies need not include production of a variety of vowels for analysis. 

This is desirable, because the amount of effort and time required to obtain jitter and 

shimmer measures is considerable. This finding also indicates that the significant 

shimmer differences were due primarily to generalized factors underlying the 
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mechanisms of phonation and are relatively independent of the accompanying 

articulatory adjustments necessary to produce the English vowels li a u I. 

Zero Crossing Rate 

A zero crossing is a point where an audio waveform crosses the zero-line from negative 

to positive. Zero crossing graph displays the count of zero crossing over a brief time 

interval. The oscillation around the zero line is a measure of high frequency sound 

context. The higher the zero crossing value, the greater the higher frequency component 

in the audio-dates. Fricatives generally have a high zero-crossing value [89]. Zero 

Crossing Rate (ZCR) is defined as the number of time-domain zero-crossings within a 

defined region of signal, divided by the number of samples of that region. 

The zero-crossing rate (ZCR) is obtained by counting the number of times the signal 

changes sign during one frame interval as given in the equation below: 

/+ "'-1 
ZCR,= L ISgn{x(II)}-Sgn{x(n-lHIw(n-t) 
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ZCR gives a rough estimate of the frequency content of the speech signals, i.e. a 

sinusoidal signal of frequency F gives an average ZCR of 2F S·l. ZCR has been used by 

Rabiner [90] to improve the end-point detection algorithm. It has also been used to 

distinguish between voiced and unvoiced sounds, i.e. mean ZCR for voiced sounds is less 

than 1500 S·l while for unvoiced sound it is more than 5000 S·l [90]. 

Speech signals are broadband signals and the interpretation of average zero-crossing rate 

is therefore much less precise. However, rough estimates of spectral properties can be 

obtained using a representation based on the short-time average. 

The ZCR of the time domain waveform is one of the most indicative and robust measures 

to discern voiced speech. It has widely used in practice as a strong measure to discern 

fricatives from voiced speech [89]. The ZCR is simply the count of crossing the zero 

throw fixed window size. It is said to occur if successive samples have different algebraic 

SIgnS. 
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Zero crossing graph displays the count of zero crossing over a brieftime interval. The 

oscillation around the zero line is a measure of high frequency sound context. The higher 

the zero crossing value, the greater the higher frequency component in the audio-dates. 

Fricatives generally have a high zero-crossing value. The zerocrossing rate of speech 

signals is a parameter for many speech recognition purposes. [90] studied the speech 

signal as an analytic signal taking its zero crossing rate into consideration [90]. The zero 

crossing rate is one of the characteristic parameters in speech signal analysis. Varada. S 

and Sankar. R proposed a method for finding the end point of the speech signal using 

zero crossing rate and energy [92]. Digit recognition using energy envelope and 

zerocrossing rate is proposed by [93]. [94] proposed a new feature extraction method 

based on zerocrossings with peak amplitudes for robust speech recognition in noisy 

environments [94] . [95] present the result of experimental investigations that provides an 

interesting perspective on the relative importance of zerocrossing interval for speech 

perception [95]. 

The zero crossing parameters of the speech signal are important for speech modeling and 

recognition purposes. Zero crossing rate is a reliable parameter for many speech 

recognition purposes. But the variation of zero crossing intervals of the speech signal and 

its uses in parmetric estimation for recognition purpose is not yet carried out. Also short 

time energy of speech signal is utilized for boundary value detection and other analysis. 

But a steady average energy in the zero crossing interval for speech recognition has not 

yet been carried out. 

Zero crossing information of the speech signal is a perceptually meaningful parameter 

because param eters like formant frequency can be extracted using zerocrossing interval 

infonnation of noise corrupted speech. T.V. Sreenivas and Niederjohn proposed a new 

method of finding the formant frequency of the noise corrupted speech signal using 

statistical properties of zerocrossing intervals [95]. The method is compared with 

currently popular spectral analysis teclmique based on singular value decomposition and 
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found to provide generally better resolution and lower variance at low signal to noise 

ratio (SNR) . 

In the context of discrete-time signals, a zero crossing is said to occur if successive 

samples have different algebraic signs. The rate at which zero crossings occur is a simple 

measure of the frequency content of a signal. Zero-crossing rate is a measure of number 

of times in a given time interval/frame that the amplitude of the speech signals passes 

through a value of zero: Fig.3.3 and Fig.3.4 . Speech signals are broadband signals and 

interpretation of average zero-crossing rate is therefore much less precise. 

However, rough estimates of spectral properties can be obtained using a representation 

based on the shorttime average zero-crossing rate [89]. 

Fig. 3.3. Definition of zero-crossings rate 
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Fig.3.4. Distribution of zero-crossings for unvoiced and voiced speech [89] 

The model for speech production suggests that the energy of voiced speech is 

concentrated below about 3 kHz because of the spectrum fall of introduced by the glottal 

wave, whereas for unvoiced speech, most of the energy is found at higher frequencies. 
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Since high frequencies imply high zero crossing rates, and low frequencies imply low 

zero-crossing rates, there is a strong correlation between zero-crossing rate and energy 

distribution with frequency. A reasonable generalization is that if the zero-crossing rate is 

high, the speech signal is unvoiced, while if the zero-crossing rate is low, the speech 

signal is voiced [89]. 

Phonation Number: It is a qualitative parameter .The phonation number is defined as the 

nwnber of single speech fragments separated by silent pauses. The phonation number 

was equal to the number of pauses. Kuniszyk-Jo'z'kowiak [96] have found that the total 

phonation time (Le., the sum of all the phonation times in an utterance) is longer in fluent 

utterances than in nonfluent ones. The total phonation time depends on the sound level at 

which it is measured. 

The aim of the work [96] focuses to find acoustic (objectively measurable) dimensions 

that characterize utterances of fluent speakers and of stutterers. Their earlier work [96] 

had stated that there were significant differences in courses of dependence of phonation 

nwnber on sound level and in the statistical distributions of the times of phonations and 

pauses between them. The work focuses on acoustic characteristics of utterances that 

distinguishes stuttered and fluent speech. The interdependence of phonation number (the 

nwnber of times a given sound level was crossed) and sound intensity level was 

determined in this study. Also the average distributions of phonation times and pause 

durations as a function of sound intensity level were examined. The data suggest that 

differences in speech envelopes of stutterers and non-stutterers may be used to evaluate 

the degree of speech non-fluency. The result support the hypothesis that the cause of 

stuttering is a lack of synchronization between laryngeal functioning and vocalizing 

activities. Their result states that transitional states between vowels and consonants are 

either prolonged or more abrupt than normal. 

In this study on the basis of the course of speech envelopes the number of times the 

signal amplitude exceeded the preset criterion was calculated called the number of 

phonation. 
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Wavelet Analysis 

Wavelet Analysis is the analysis based on time frequency localization of the signal which 

can be advantageous in nonstationary problems. Wavelet expansions often provide very 

concise signal representation and thereby can simplify subsequent non linear analysis and 

processing. Wavelet analysis is a specialist tool for deriving an indepth understanding of 

underlying components of complex curvilinear data. Wavelet analysis is based on a 

windowing technique employing regions of varying size and can provide the time and 

frequency information inspite of overcoming the resolution limitations of the Fourier 

transform(STFT). Long-time intervals are used to provide more precise information at 

low frequencies; shorter intervals are used to extract characteristics of high-frequency 

components of a signal. The wavelet transform is a powerful signal-processing tool that 

has been successfully used in the analysis of non-stationary data from a wide range of 

physical process, for example, from engineering systems and in meteorology, that exhibit 

multiscale features [97 - 99J. It has also been used extensively for speech compression 

and recognition [100, 101] and for a number of studies on speech waveform analysis 

[102 - 104]. 

One of the most well-known tools for signal processing is the Fourier transform. This 

breaks down a signal into its constituent sinusoids of different frequencies. One of the 

drawbacks of Fourier analysis is that in transforming to the frequency domain, time 

information is lost. For stationary signals, ie., those that do not change much over time, 

this is not a serious drawback. However, for nonstationary data, spectral techniques that 

retain information from the time domain are more appropriate. Nonstationary waveforms 

are commonly encountered in experimental acoustics. Nodel prize winner Dennis Gabor 

adapted the Fourier transform in order to analyse only a small section of the signal, 

known as the spectral window, at a time. This so-called short-time Fourier transform 

(STFT) maps a signal into a two-dimensional fuction of time and frequency, so one can 

determine approximately when an event of a particular frequency occurs. However, 

although STFT has proved useful in numerous application, it is ill suited for the study of 

signals where the frequency content ranges over several orders of magnitude as the size 

of the window is the same for all frequencies. 
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This paper [ref above] study was to adapt wavelet analysis as a tool for discriminating 

speech sample taken from healthy subjects across two biological states. Speech pressure 

waveforms were drawn from a study on effects of hormone fluctuations across the 

menstrual cycle on language functions. Speech samples from the vowel portion of the 

syllable 'pa', taken at the low- and high-hormone phase of the menstrual cycle, were 

extracted for analysis. Firstly they applied fourier transform to examine the fundamental 

and format frequencies. Wavelet analysis was used to investigate spectral differences at a 

more microbehavioural level. The results found are that wavelet coefficients for the 

fundamental frequency Qf speech samples taken from the high-hormone phase had larger 

amplitude than those from the low-hormone phase. This study provided evidence for 

differences in speech across the menstrual cycle that affected the vowel portion of 

syllables [105]. This study provided a new tool for examination of behavioural 

differences in speech linked to hormonal variation. 

The continuous wavelet transform (CWT) of a signal is defined as the sum over all time 

of the signal multiplied by scaled, shifted versions of the mother wavelet. Thus 

mathematically, the wavelet transform Ca,b(t) of a signal f(t), where t represents any 

independent variable, is defined as 

1 [ t-b ell b (t) = -}-'2 f(t)IjI(-)dt . I a I -00 a 

where the function ljI(t) is a mother wavelet and the real number a (a "* 0) and b denote 

the scaling and translation respectively. Ca,b(t) are known as the wavelet coefficients. The 

constituent wavelets of the original signal can be found by taking the product of each 

coefficient with appropriately scaled and shifted wavelet. This facilitates the detailed 

analysis of the signal over a range of frequencies. The scale a is related in a broad sense 

to frequency by: 

Fa = ti t x F c 
a 
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Where Fa is the pseudo-frequency in Hz corresponding to the scale a in Hz, Fc is the 

center frequency in Hz, fc is the center frequency in Hz of the mother wavelet and Ilt is 

the sampling period. For the case of the db 10 mother wavelet, the center frequency is 

0.68421 Hz. 

3.3 NONLINEAR TECHNIQUES: 

Despite the limited technological success of the linear model in several applications, such 

as speech coding, synthesis and recognition, there is strong theoretical and experimental 

evidence [106, 107 - 112] for the existence of important nonlinear aerodynamic 

phenomena during the speech production that cannot be accounted for by the linear 

model. Various factors contributing to nonlinearities in speech production are 

(i) turbulent air flow through vocal tract, (ii) coupling produced between different parts of 

vocal tract (iii) neuro muscular response to stimuli [106]. 

The investigation of speech nonlinearities can proceed in at least two directions: (i) 

numerical simulation of the nonlinear differential equations governing the 3-D dynamics 

of the speech air flow in the vocal tract [108, 110]. (ii) development of nonlinear signal 

processing systems suitable to detect such phenomenon and extract related 

information[112 - 115]. The phonetory system is time varying and consequently the 

speech signal is nonstationary. This can be clearly understood if one closely observes the 

amplitude of the speech samples. 

Nonlinear time series analysis aims at understanding the dynamics of a system using the 

time series of a single available variable. Chaos theory states that random inputs are not 

the only source for irregular output of a system: nonlinear chaotic systems with purely 

deterministic equations of motion can produce very irregular data. Extensive research 

conducted on nonlinear dynamical systems over recent years have proved that 

conventional time domain and frequency domain approaches to real world systems are far 

from optimal. 
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Many quantities in nature fluctuate in time. Examples are the stock market, the weather. 

seismic waves, sunspots, heartbeats, and plant and animal populations. Until recently it 

was assumed that such fluctuations are a consequence of random and unpredictable 

events. With the discovery of chaos, it has come to be understood that some of these 

cases may be a result of deterministic chaos and hence predictable in the short term and 

amenable to simple modeling. Many tests have been developed to determine whether a 

time series is random or chaotic, and if the latter, to quantify the chaos. A positive 

maximal Lyapunov exponent derived from the time series, expresses irregular 

deterministic behavior. which is termed chaotic [116 - 119J. whereas dynamical systems 

with solely non-positive exponents are usually referred to as regular. If chaos is found, it 

may be possible to improve the short-term predictability and enhance understanding of 

the governing process of the dynamical system. We mean by talk of a 'dynamical system': 

a real-world system which changes over time. 

While there is a long history of linear time series analysis, nonlinear methods have only 

just begun to reach maturity. When analyzing time series data with linear methods, there 

are certain standard procedures one can follow, moreover, the behavior may be 

completely described by a relatively small set of parameters. Linear methods interpret all 

regular structure in the data set, such as dominant frequency, as linear correlations. This 

means, in brief, that the intrinsic dynamics of the system are governed by the linear 

paradigm that small causes lead to small effects. Since linear equations can only lead to 

exponentially growing or periodically oscillating solutions, all irregular behavior of the 

system has to be attributed to some random external input to the system [121]. A brief 

comparison between linear and nonlinear methods [120] can be found in Table 3.1. 

Chaos theory has taught us that random input is not the only possible source of 

irregularity in a system's output: nonlinear, chaotic systems can produce very irregular 

data with purely deterministic equations of motion plus Table 3.1. 

Now, Nonlinear Time Series Analysis (NTSA) is the study of the time series data with 

computational techniques sensitive to nonlinearity in the data. This was introduced by the 

theory of chaos to characterize the source complexity [121]. The NTSA theory offers 
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tools that bridge the gap between experimentally observed irregular behavior and 

deterministic chaos theory. It enables us to extract characteristic quantities of a particular 

dynamical system solely by analyzing the time course of one of its variables [121-123]. 

In theory, it would then be possible to collect temperature measurements in a particular 

city for a given period of time and employ nonlinear time series analysis to actually 

confirm the chaotic nature of the weather. Despite the fact that this idea is truly charming, 

its realization is not feasible quite so easily. In order to justify the calculation of 

characteristic quantities of the chaotic system, the time series must originate from a 

(i) stationary, (ii) deterministic system. 

A deterministic dynamical system is one for which there is a rule, and , given sufficient 

knowledge of the current state of the system one can use the rule to predict future states; 

i.e. the future state Xn+/ can be determined precisely from the current state Xn at any 

instance n for some value of t > 0 , by applying the deterministic rule for the dynamical 

system. The other important requirement before attempting to do quantitative analysis is 

identification of stationarity of the dynamical system. Dynamical systems that are not 

stationary are exceedingly difficult to model from time series. Unless one has a priori 

knowledge of the structure of the underlying system, the number of parameters will 

greatly exceed the number of available data [124]. It may be noted here that the definition 

for stationarity is not the same as for linear systems: a linear system is said to be 

stationary if all its moments remain unchanged with time. A non-stationary system is 

defined as a one which is subject to temporal dependence based on some outside 

influence. If we extend our definition of the system to include all outside influences, the 

system is stationary. 
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Table 3.1. Comparison of linear and nonlinear signal processing techniques. 

Linear signal processing 

~ding the signal 

~arate broadband noise from narrow 
band signal using spectral characteristics. 
~od: Matched filter in frequency domain. 

llinding the space 

~se Fourier space methods to turn difference 
~tions in to algebraic fonns 

:(t) is observed 
j2K f 

X(f) = L xCt) e is used 

~ssify the signal 

• Sharp spectral peaks 

• Resonant frequencies of the system 

"king models, predict : 

* + 1) = L a k x(t - k) 

Jmd parameters a k consistent with invariant 

~sifiers- location of spectral peaks 

Methods and Implementation 

Nonlinear signal processing 

Finding the signal 

Separate broadband signal from broad band noise 
using detenninistic nature of the signal 
Method: Mainfold decomposition or statistics on 
the attractor . 

Finding the space 

Time lagged variables from coordinates for a 
reconstructed state space in m dimensions. 
X(t) := [x(t), x(t + r), xCt + 2r), ...... xCt + Cm -1)r)] 

where r and m are detennined by false nearest 
neighbours and average mutual information. 

Classify the signal 

• Lyapunov Exponents 

• Fractal Dimension measures 

• Unstable fixed points 

• Recurrence quantification 

• Statistical distribution of the attractor 

Making models, predict: 

XCt) ~ XCt + 1) 

X(t + 1):= F[XCt),al'a2 •••• ap ] 

Find parameters a j consistent with invariant 

classifier - Lyapunov Exponents,fractal 
Dimension 

Let us suppose that we have a dynamical system which is both stationary and 

deterministic. To apply the non linear time series methods, the dynamics of the system are 
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to be presented in a phase space. When the equations that govern process dynamics are 

not known, the phase space is reconstructed from a measured time series by using only 

one observation. The most basic step in this procedure is to rely on a time delayed 

embedding of the data, i.e. attractor reconstruction. For this purpose, we have to 

detennine the proper embedding delay and embedding dimension. There exist two 

methods, developed in the framework of nonlinear time series analysis, that enable us to 

successfully perfonn these desired tasks. The average mutual infonnation method [125] 

yields an estimate for the proper embedding delay, whereas the false nearest neighbor 

method [126] enables us to detennine a proper embedding dimension. 

In the following sub sections the methods of phase space reconstruction, average mutual 

infonnation method and false nearest neighbors method are discussed. 

Phase Space Reconstruction - Taken's Embedding Theorem 

The basic idea of the phase space reconstruction is that a signal contains infonnation 

about unobserved state variables which can be used to predict the present state. 

Therefore, a scalar time series ~)} may be used to construct a vector time series that is 

equivalent to the original dynamics from a topological point of view. 

The problem of how to connect the phase space or state space vector of dynamical 

variables of the physical system to the time series measured in experiments was first 

addressed in 1980 by Packard et. al [127] who showed that it was possible to reconstruct 

a multidimensional state-space vector X(i) by using time delays (or advances which we 

write as positive delays) with the measured, scalar time series, ~)}. Takens [128] and 

later Sauer et. al [129] put this idea on a mathematically sound footing by proving a 

theorem which forms the basis of the methodology of delays. They showed that the 

equivalent phase space trajectory preserves the topological structures of the original 

phase space trajectory. Due to this dynamical and topological equivalence, the 

characterization and prediction based on the reconstructed state space is as valid as if it 

was made in the true state space. The attractor so reconstructed can be characterized by a 
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set of static and dynamic characteristics. The static characteristics describe the 

geometrical properties of the attractor whereas the dynamical characteristics describe the 

dynamical properties of nearby trajectories in phase space. 

Thus, given a time series ~)}=.x(l1 ~21 ~31··· .. ····.x(lv) we define points Xci) In an m 

dimensional state space as 

X(i) = [A-(i), x(i H), x(i +2r), ...... ..x(i +(rn-1)r)] (1) 

for i = 1, 2,3, .... , N - (m -1)r where i are time indices, t; a time delay or sometime referred 

to as embedding delay, and m is called the embedding dimension. Time evolution of X(i) 

is called a trajectory of the system, and the space, which this trajectory evolves in, is 

called the reconstructed phase space or simply, embedding space. 

While the implementation ofEq. (1), the mathematical statement of Takens' Embedding 

theorem, should not pose a problem, the correct choice of proper embedding parameters r 

and m is a somewhat different matter. The most direct approach would be to visually 

inspect phase portraits for various r and rn trying to identify the one that looks best. The 

word "best", however, might in this case be very SUbjective. In practice this approach for 

finding embedding parameters are seldom advised since we usually want to analyze a 

time series that originates from a rather unknown system. Then we would not know if the 

underlying dynamics that produced the time series had two or twenty degrees of freedom. 

It is easy to verify that the time required to check all possibilities that might yield a 

proper embedding with respect to various rand rn is very long. This being said, let it be a 

good motivation to discuss the average mutual information method and the false nearest 

neighbor method, which enable us to efficiently determine proper values of the 

embedding delay r and embedding dimension m . Let us start with the mutual information 

method. 

Selecting the Time Delay-Average Mutual Information Method 

A suitable embedding delay r has to fulfill two criteria. First, r has to be large enough 

so that the information we get from measuring the value of x variable at time (i + r) is 
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relevant and significantly different from the information we already have by knowing the 

value of the measured variable at time; . Only then it will be possible to gather enough 

information about all other variables that influence the value of the measured variable to 

successfully reconstruct the whole phase space with a reasonable choice of m . Note here 

that generally a shorter embedding delay can always be compensated with a larger 

embedding dimension. This is also the reason why the original embedding theorem is 

formulated with respect to m, and says basically nothing about l' • Second, l' should not 

be larger than the typical time in which the system looses memory of its initial state. If r 

would be chosen larger, the reconstructed phase space would look more or less random 

since it would consist of uncorrelated points. The latter condition is particularly important 

for chaotic systems which are intrinsically unpredictable and, hence, loose memory of the 

initial state as time progresses. This second demand has led to suggestions that a proper 

embedding delay could be estimated from the autocorrelation function where the optimal 

r would be determined by the time the autocorrelation function first decreases below zero 

or decays to l/exp. For nearly regular time series, this is a good thumb rule, whereas for 

chaotic time series, it might lead to spurious results since it based solely on linear statistic 

and doesn't take into account nonlinear correlations. 

The cure for this deficiency was introduced by Fraser and Swinney [130]. They 

established that delay corresponds to the first local minimum of the average mutual 

information function J(r) which is defined as follows: 

l(r) = "p(x(i) x(i+r»J [P(x(i),x(i+r»] 
i..J ' og2 P(x(i»P(x(i +r» 

(2) 

where P(x(i» , is the probability of the measure xCi), P(xCi + r» is the probability of the 

measure xCi + T) and P(x(i), xCi + T» is the joint probability of the measure of xCi) and 

x(i+r) [130]. The average mutual information is really a kind of generalization to the 

nonlinear phenomena from the correlation function in the linear phenomena. When the 

measures xCi) and xCi + T) are completely independent, leT) = 0 . On the other hand when 

x(i) and xCi + r) are equal, J(T) is maximum. Therefore plotting J(T) versus 't makes it 
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possible to identify the best value for the time delay, this is related to the first local 

mInImum. 

While it has often been. shown that the first minimum of l(r) really yields the optimal 

embedding delay, the proof of this has a more intuitive, or shall we rather say empiric, 

background. It is often said that at the embedding delay wherel(r) has the first local 

minimum, x(i + r) adds the largest amount of information to the information we already 

have from knowingx(i), without completely losing the correlation between them. Perhaps 

a more convincing evidence of this being true can be found in the very nice article by 

Shaw [131], who is, according to Fraser and Swinney, the idea holder of the above 

reasoning. However, a formal mathematical proof is lacking. Kantz and Schreiber [121] 

also report that in fact there is no theoretical reason why there should even exist a 

minimum of the mutual information. Nevertheless, this should not undermine ones 

trustworthiness in this particular method, since it has often proved reliable and well suited 

for the appointed task. 

Once the time delay has been agreed upon, the embedding dimension is the next order of 

business. Let us now turn to establishing a proper embedding dimension m for the 

examined time series. 

Selecting Embedding Dimension- False Nearest Neighbors Method 

In general, the aim of selecting an embedding dimension is to make sufficiently many 

observations of the system state so that the deterministic state of the system can be 

resolved unambiguously. It is best to remember that in the presence of observational 

noise and finite quantization this is not possible. Moreover, it has been shown that even 

with perfect observations over an arbitrary finite time interval, a correct embedding will 

still yield a set of states indistinguishable from the true state [132]. Most methods to 

estimate the embedding dimension aim to achieve unambiguity of the system state. The 

archetype of many of these methods is the so-called False Nearest N eighbors (FNN) 

technique [133, 134]. 
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The false nearest neighbor method was introduced by Kennel et al. [126] as an efficient 

tool for determining the minimal required embedding dimension m in order to fully 

resolve the complex structure of the attractor, i.e. the minimum dimension at which the 

reconstructed attractor can be considered completely unfolded. Again note that the 

embedding theorem by Takens [128] guarantees a proper embedding for all large 

enough m , i.e. that is also for those that are larger than the minimal required embedding 

dimension. In this sense, the method can be seen as an optimization procedure yielding 

just the minimal required m . The method relies on the assumption that an attractor of a 

deterministic system folds and unfolds smoothly with no sudden irregularities in its 

structure. By exploiting this assumption, we must come to the conclusion that two points 

that are close in the reconstructed embedding space have to stay sufficiently close also 

during forward iteration. If this criterion is met, then under some sufficiently short 

forward iteration, originally proposed to equal the embedding delay, the distance between 

two points X(n) and X(p) of the reconstructed attractor, which are initially only a small 

distance apart, cannot grow further as we fix a threshold value for these distances in 

computation. However, if an n -th point has a close neighbor that doesn't fulfill this 

criterion, then this n -th point is marked as having a false nearest neighbor. We have to 

minimize the fraction of points having a false nearest neighbor by choosing a sufficiently 

largem. As already elucidated above, if m is chosen too small, it will be impossible to 

gather enough information about all other variables that influence the value of the 

measured variable to successfully reconstruct the whoie phase space. From the 

geometrical point of view, this means that two points of the attractor might solely appear 

to be close, whereas under forward iteration, they are mapped randomly due to projection 

effects. The random mapping occurs because the whole attractor is projected onto a hyper 

plane that has a smaller dimensionality than the actual phase space and so the distances 

between points become distorted [135]. 

In order to calculate the fraction of false nearest neighbors, the following original 

algorithm is used. 
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Consider each vector X(n) = [x(n), x(n +,), x{n + 2,), ....... x{n+{m -1),)] in a delay coordinate 

embedding of the time series with delay f and embedding dimension m • Look for its 

nearest neighborX{p) andX(p) = [x(p), x{p+,), x(p+2,), ....... x(p+{m-l),)]. The nearest 

neighbor is detennined by finding the vector X(p) in the embedding which minimizes the 

Euclidean distance Rn =IIX(n)-X(p)1I . Now consider each of these vectors under an m+l 

dimensional embedding, 

X'(n) = [x(n), x(n+r), x(n+2r), ....... x(n+(m-l)r).x(n+mr)] 

X'(p) = (x(p), x(p + r), x(p + 2r), ....... ,x(p +(m -l)r),x(p + mr)] 

In an m + 1 dimensional embedding, these vectors are separated by the Euclidean 

distance R'n = Ilx' (n) - x' (p t The first criterion by which Kennel, et. al., identify a false 

nearest neighbor is if 

C . . l' [R:2 -R; ]1/2 ix(n+mr)-x(p+mr)i 
ntenon. 2 = > Rtot 

Rn Rn (3) 

Rtol is a unit less tolerance level for which Kennel, et. al. [124], suggest a value of 

approximately 15. This criterion is meant to measure if the relative increase in the 

distance between two points when going from m to m + 1 dimensions is large. 15 was 

suggested based upon empirical studies of several systems, although values between 10 

and 40 were consistently acceptable. The other criterion Kennel, et. aI., suggest is 

Criterion 2: [~:] > Atot (4) 

Where Alot is called absolute tolerance. This was introduced to compensate for the fact 

that portions of the attractor may be quite sparse. In those regions, near neighbors are not 

actually close to each other. Here, RA is a measure of the size of the attractor, for which 

Kennel, et. al., use the standard deviation of the data. If either (3) or (4) hold, then X(p) 

is considered a false nearest neighbor of X(n) . The total number of false nearest 

neighbors is found, and the percentage of nearest neighbors, out of all nearest neighbors, 

is measured. An appropriate embedding dimension is one where the percentage of false 

nearest neighbors identified by either method fans to zero. 
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The above combined criteria correctly identify a suitable embedding dimension in many 

cases. By now we have equipped ourselves with the knowledge that is required to 

successfully reconstruct the embedding space from an observed variable. This is a very 

important task since basically all methods of nonlinear time series analysis require this 

step to be accomplished successfully in order to yield meaningful results. 

3.4 INVARIANT PARAMETERS : 

Lyapanov Exponents 

The exponential divergence of nearby trajectories is calculated by the Lyapunov 

exponent. It is a measure of the rate of attraction or repulsion. If two nearby trajectories 

on a chaotic attractor start off with a separation dO at time t = 0, then the trajectories 

diverge so that their separation at time t, denoted by d(t) satisfies the expression 

d(t) = do eAt (1) where A is called the Lyapunov exponent for the trajectories. 

The Lyapunov exponents provide a coordinate-independent measure of the asymptotic 

local stability of properties of a trajectory. In a geometry representation, we can imagine 

a small infinitesimal ball of radius e (0) centered on a point <l> (0) in state space. Under 

the action of the dynamics the center of the ball may move, and the ball becomes 

distorted. Since the ball is infinitesimal, this distortion is governed by the linear part of 

the flow. The ball thus remains an ellipsoid. Suppose the principal axis of the ellipsoid at 

time t are of length e (t). The spectrum of Lyapunov exponents for trajectory <1>(t) is 

defined as 

, }' I' I} e.(t) 
1\.. = lm lm - og-'-

, /-->'" .(O) __ ~ t e(O) (2) 

The Lyapunov exponents depend on the trajectory <1> (t). Their values are the same for 

any state on the same trajectory, but may be different for states on different trajectories. 
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Lyapunov exponents are convenient for categorizing steady state behaviour. The 

trajectory of an n-dimensional state space have n Lyapunov exponents. This is often 

called the Lyapunov spectrum and it is conventional to order them according to size. The 

qualitative features of the asymptotic local stability properties can be summarized by the 

sign of each Lyapunov exponent; a positive Lyapunov exponent indicating an unstable 

direction, and a negative exponent indicating a stable direction. Ifthe exponent is positive 

then the trajectories diverge and the system is chaotic. However, for an attractor, 

contraction must outweigh expansion and so, 

(3) The geometrical meaning of positive Lyapunov exponents is that 

there exist directions in which the motion on average is unstable such that nearby 

trajectories in these directions will diverge from the original orbit. Although the orbits is 

unstable, its stable directions provide sufficient volume contraction so that the orbit is 

confined to some bounded region in state space. At least one Lyapunov exponent must be 

zero for any limit set other than an equilibrium point. To produce a strange attractor the 

system must be dissipitative and hence must have at least one negative Lyapunov 

exponent. Furthermore, at least one Lyapunov exponent must be zero for any limit set 

other than an equilibrium point. Also for a chaotic system, at least one Lyapunov 

exponent must be positive. It follows that a strange attractor must have at least lyapunov 

exponents. Hence, chaos can only occur in third-order autonomous, second-order non­

autonomous or higher order continuous time systems. 

Dimensions 

Dimension of an attractor corresponds to the nwnber of equations (variables) necessary 

to describe a system. A system attractor could be defined to be n-dimensional if in a 

neighborhood of every point it looks like an open subset of Rn. This is how in differential 

topology the dimension of a manifold is defined. For instance, fixed point is of 0 

dimension, while a limit cycle while locally looks like an interval is one dimensional and 

a torus is two dimensional. The neighbourhood of any point of a strange attractor 

however has a fine structure and does not manifolds and do not have integer dimension. 
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There are several ways to generalize dimension to the fractional case, some of which are 

listed below. 

Capacity dimension: The simplest type of dimension measure, which is also referred as 

a Fractal dimension. To compute this measure, the attractor in phase space is covered by 

a regular grid of volume elements (cubes, spheres etc.) of diameter E. If the attractor is a 

D-dimensional manifold, the number of volume elements needed to cover it for small E 

is given by, N( E )=k £.D for some constant k. The definition of capacity dimension is 

obtained from this by taking the E -limit. 

N 

In(-Lpilnpi) 
D -I' i=l ]' In N(E) o-Im Im--

HO In(1/ E) HO In(1/ E) 

For manifolds, Do is equal to the dimension of the manifold and is an integer while for 

objects that are not manifolds it gives a nonintegeral value. 

Information dimension: While Do is a metric concept and does not utilize the 

information on the time behaviour of the system, information dimension is a probabilistic 

measure defined in terms of the relative frequency of visitation of a trajectory. This 

dimension is defined as, 

N 

In(-LPi In pi) 
D1= lim---,-i=~l---

HO 1n(1I e) 

Here, pi is the relative frequency at which a typical tracjectory enters the with volume 

element of the covering is the amount of information needed to specify the state of the 

system to accuracy E if the state is known to be on the attractor. Hence the name 

information dimension. 
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Correlation dimension: Yet another probabilistic measure is the correlation dimension 

defined as 

N(E) 

In LPj2 
D2 = lim 1=1 

.... '" In E 

An easy way to estimate this dimension is by detennination of the correlation function for 

N points given by, 

cc e) = lim ~ { the number of pairs xi such that [[xi - xj[1 < E 
• .... "'N 

The Correlation Dimension or attractor dimension of a time series can be estimated from 

the Correlation Integral C (r ) of the phase space vectors. 

where e is Heaviside unit step function defined as I if the distance between vectors is less 

than r and 0 if distance is greater than r, N is the number of data points in the phase space, 

Xi. Xj are points of trajectory in the phase space, the distance r is a radius around each 

reference pointXi. 

Grassberger and Procassia showed that C ( r ) obeys the scaling law 

C (r) = r D2 

Therefore D2 = lim log C( r) 
r ... O log (r) 

Where D is the dimension. CC r) is a measure of the probability that two arbitrary points 

xi, xj of phase space will be separated by distance r. Plotting log C ( r) versus log ( r ) 

allows us to calculate D2 from the slope of the curves. Main advantage of dimensional 
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analysis is the investigation of time series with noise like spectra. If the phase space 

representation of such signal converges to an attractor • its dimensionality is a finite 

nwnber. Otherwise the time series has stochastic properties and cannot be considered as 

a signal from detenninistic system .. 

1>:2 is calculated for the standard Lorenz system using Grassberger and Procassia 

algorithm as shown in figure 3.5. We get the logarithm of the correlations sum. the 

correlation dimension. 
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Figure 3.5. Calculation of correlation dimension for Lorenz equation. 
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With these different measures defined, the natural question is to find out how these are 

related to each other, Capacity dimension considers the attractor as a static object 

completely ignoring that it is subject to a dynamical flow. In practical experiments and 

simulations the attractor is not directly seen, only the trajectories over a finite period are 

observed. Hence the probabilistic measures are of greater use in practical settings than the 

capacity dimension. In general, D2 s DJ s Dossince D2 and DJ being probabilistic in 

nature depend on the relative frequency at which each volume element is visited and 

hence will be equal to Do only when these frequencies are all equal. 

Entropies 

The dynamical characteristics of the system are studied using the measures of entropy. 

These measures, which help in understanding how the trajectories evolve in time, are 

specific of dynamical systems while dimensions can be defined for any fractal measure 

or point set. Entropy estimates the average information gained by observing a system's 

state to a precision E. In the case of a fixed point or periodic orbit each orbit remains the 

same in time and thus no new information is gained by observing additional orbits. Or in 

other words, the uncertainity in the system is almost nil. Thus it becomes easy to predict 

the outcome of the system under such an evolution. However for a chaotic system, each 

new orbit contributes to information gain. Hence prediction of the next orbit without 

observing it becomes very difficult. Such a system is 'creating' information and a suitable 

measure of the amount of information produced or gained is required. 

Kolmogrov Sinai entropy: The KS entropy is such a measure that quantifies the amount 

of information gained on an average by observing a portion of the system's evolution. It 

measures the degree of 'chaoticness' of the system and is a long time average rate of 

information gain of the system. It is inversely proportional to the time interval over which 

the state of the system can be predicted, given the initial conditions to a precision E as 

well as the evolution equations. In order to define this measure, let us consider 

partitioning the attractor as before into N( E) boxes SltS2"",SN with size E. If m 

measurements at regular time intervals are made, these will yield a sequence of boxes 
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visited by the tractectory. Let P(S\,S2, ... ,5N) be the joint probability of finding the 

trajectory at time r in box sI, at time 2r in box 52, and so on. The KS entropy is defined 

as, 

K~ - limlim limx[_l L P(sI, ... sm) x In P(sl, .. .sm)] 
1'40 " .... 0 Rt~crJ m't' Jl...sm 

(1) 

If K approaches 0, or there is no change in infonnation this means the system is fully 

predictable. In contrast for a stochastic process, K approaches infinity and it attains in 

between values depending on the irregular nature for chaotic systems. 

The entropies can be generalized to a set of order q Renyl entropies, which are dynamical 

counterparts of Renyi dimensions. These are defined as 

K - Iimlim lirnx[_l _I_ln L pq(sl, ... ,sm) 
q - - t-+O e----.O ",-+00 m't q -1 sl •.. ,sm (2) 

The K entropy in eq. (1) for which q==2 in eq. (2) is however the easiest to compute 

among all the entropies. 

Kolmogorov Entropy provides a measure of the rate of information flow in the system. It 

is thus the dynamical evolution of the system. K2 is computed from time series data using 

the equation 

K = 1 In Cd(r) 
2 T(d'-d) Cd'(r) 

Where d and d' are two embedding dimensions. 

K2 is calculated for the standard Lorenz system 

k - -a(X - Y) 

i' - rX-Y-XZ 
i h(XY - Z) 

(3) 

using Grassberger and Procassia algorithm as shown in figure 3.6. 
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Figun: 3.6. Calculation of Kolmogorov entropy (K,) 

EDtropy : Various forms aDd IDterpretatioas : 

IDformatioD aDd EDtropy: IDterpretlltioDs 

lnfonnation is one of the many interpretations of entropy. Chronologically it was 

relatively a very late interpretation. The concept of entropy was conceived and its 

application to dynamical interpretations was introduced in Clausius's theory of 

thennodynamics. In this theory, entropy is defmed as the measure of unavailable energy 

wbich arises due to heat loss as well as other actions such as chemical reactions, mixing, 

change from solid to liquid to gas. These processes involve not only an increase in 

entropy but also an accompanying decrease in the orderly arrangement of constituent 

aloms implying an increase in disorder. For example, atoms and molecules are ordered in 

a solid thus having low entropy whereas in the case of liquids the entropy will be higher 

with less ordering of atoms or molecules. Therefore the measurement of entropy became 

regarded as the measurement of degree of disorder or disorganization of a system. 
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Still another interpretation is in terms of probability. Just as entropy is maximum for 

disordered conditions, it is also maximum for equally probable events i.e. when all 

possible outcomes are equally likely, the probability of anyone outcome is low and 

entropy is high. In contrast, when a biased dice is thrown, the outcome will not be 

equally probable for all possible outcomes. In such cases, the entropy is lowest. So there 

is an inverse relation between entropy and probability. Another interpretation based on 

the probability notion is that of uniformity of the distribution of data. If the data is 

uniformly distributed among a certain number of compartments, the probability of getting 

each compartment in a single trial is equal. In that sense, a uniform distribution is a high 

entropy condition. Conversely, a very non-unifonn distribution means low entropy, 

because one bin has a probability of one and other bins have a probability of zero. 

Yet another notion of entropy is uncertainty. The uncertainty can be pertained to the 

outcome of an experiment about to be run, or it can pertain to the state of a dynamical 

system. When the outcome of an event is absolutely certain then uncertainty is zero 

indicating zero entropy. For eg: absolute certainty means probability P=l, for which case 

the entropy will be zero. 

Another idea is related to randomly distributed observations versus reliable predictability. 

When there is disorder, and great uncertainty, predictions cannot be based on any known 

structure or pattern and can only be done probabilistically. In such cases where 

predictability is low, entropy will be high. In contrast, something well organized or 

nearly certain is usually very much predictable resulting in low entropy. The idea of 

many possible outcomes suggests diversity. Another idea of interpreting entropy is 

related to the information content of an event. In a given probability distribution there is 

an information value of so many bits. Furthermore, a relatively large number of bits 

means a relatively large number of information and vice versa. Hence entropy is the 

average amount of new information gained from a measurement. Table. 3.2 shows the 

different cases where low and high entropies occur with respect to the above discussed 

interpretations. 
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Table 3.2 Diffe~ent cases where low and high entropies occur 

High Entropy Low Entropy 

1. Large proportion of energy Large proportion of energy available for 

unavailable for doing work doing work 

2. Disorder, disorganization, thorough Order, high degree of organization 

mIX 

3. Equally probable events, 

probability of a selected event 

low Preordained outcomes, high probability 

of a selected event 

4. Unifonn distribution Highly uneven distribution 

5. Great uncertainty Near certainty) high reliability 

6. Randomness ,unpredictability Non randomness, accurate forecasts 

7. Much infonnation Little infonnation 

Entropy Measures for Complexity Analysis 

Approximate entropy charaterises the regularity of a signal by measuring the presence of 

similar patterns in a time series. Consider a time series of length N, 

From this time series short sequences or patterns xm (i) of length m are constructed and 

the quantity Cj

m with tolerance r defined as 

Cj

m (r) = N-' {numberof j:S; N - m + 1 Id [x,n (i) ,xm (j)] :s; r} (1) 

is computed for each xm (i) 

This quantity measures the regularity of the patterns by comparing them to a gIven 

pattern. Here m is the detail level at which the signal is analysed and r is the threshold 

which filters out irregularities. The regularity parameter ApEn is defined as 

ApEn (m, r) = (2) 
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where 

N-m+l 

f/J m(r)=(N-m+1) -1 l: InC,m (r) (3) 
1=1 

This gives the relative frequency of finding a vector Xm (j) similar to vector xm (i) 

within a tolerance of r and provides a quantitative measure of entropy of the time series. 

ApEn statistic gives good results and provides general infonnation about the regularity 

and persistence of a signal. However, in the above evaluation method, vectors or pattern 

xm(i) are allowed to self match and therefore results in biased statistics [136,139, l38J. 

To overcome this drawback, a modification of ApEn algorithm named Sample entropy 

(SampEn) is developed [139] which avoid this self matching. SampEn shows a relative 

consistency compared to ApEn [139]. However, this measure strongly depends on length 

ofthe series and also gives biased results in the case of irregular signals. 

As in the case of Komogorov-Sinai entropy, both sample and approximate entropy, 

provide a measure for the infonnation increase over one step of dimension from m to 

m+l. To be able to resolve complexity on scales larger than this smallest scale, 

multiscale entropy is introduced [140, 141]. The efficiency of ApEn and SampEn are 

enhanced by estimating these measures at different time scales. These measures are 

widely used for charaterising biological signals in clinical application [142, 143]. 

Though the above methods give reliable results, their applicability to real world signal 

analysis is limited due to the sensitivity to noise and computation cost. Therefore, a fast 

and efficient algorithm which is also robust to noise contamination is very essential for 

online applications. PE is one such measure suitable for analysis of real world data. 

Relative entopy: 

Relative entropy measures applied to healthy and pathological VOIce 

characterization. According to Cover and Thomas [145J , entropy is a quantity defined 

for any probability distribution with properties that agree with the intuitive notion of 
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information measures. One of the first concept was presented in [146] as the definition of 

a measure of uncertainity of random variable. Considering a random variable X that 

assumes values x E X where X is a finite set, the entropy H(X) can be defined by H(X) = 

-z>(x) Jog 2 p(x) 
,..x 

The probability of x, Pr{X = x}, is denoted by p(x) = 0, p(x)lo~p(x) = 0 by convention. 

This quantity is dependent on the distribution of X instead of the actual values of the 

random variable. The entropy measures the average amount of bits necessary to store 

outcomes of the random variable. 

It is possible to estimate the relative entropy of two distributions[144], p(x) and q(x), in 

discete-time form, in the following equation 

D(Pllq) = " p(x) L.,p(x)log2 -
nx q(x) 

The relative entropy is also known as the kullback-Leibler(KL) entropy, which may be 

understood as a measure of the difficulty of discriminating between two distributions. 

Relative entropy is well suited due to its sensibility to uncertainties. Recently Paulo 

Roge'rio Scalassara et. al., [73] applied relative entropy to characterize healthy patients 

from pathological voice of patients suffereing from vocal disorders like nodule in vocal 

fold and Reinke's edema. The study showed that nonlinear dynamical methods seem to 

be suitable technique for voice signal analysis. Due to the chaotic component in the 

signals the signals are characterized by an increase in the signal complexity and 

unpredictability. The results showed that pathological groups had higher entropy values 

in accordance with other vocal acoustic parameters presented viz., jitter, shimmer, 

Harmonic to noise ratio . Measures of entropy are intimately related to the predictability 

of signals. These measures can be used to evaluate forecast skill of a system. 

Permutation Entropy 

Pennutation Entropy [147] is a complexity measure which has aspects of both dynamical 

systems and entropy measures. PE calculation relies on the order relations between 

neighboring values of a time series. It estimates complexity as the entropy of the 
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distribution of pennutations of groups of time samples. PE can efficiently detect the 

regular and complex nature of any signal and extract useful infonnation about the 

dynamics. Thus the variation of PE as a function of time can effectively indicate 

dynamical change in any real world data. As this method does not require direct 

calculations of embedding dimension and time delay, this gives faster output and makes it 

suitable for on1ine application of real time processes. It is robust against dynamical as 

well as observational noise [147]. 

Calculation of Permutation Entropy 

Computation of PE is based on comparison of neighbouring values in the time series of 

any dynamical variable of a system. It has been shown that any continuous time series 

representing a dynamical system can be mapped on to a symbolic sequence [147, 148, 

149]. According to the embedding theorem, any arbitrary time series 

X = {Xl' X2 , ...... X r } can be mapped on to an 'n' dimensional space with vectors 

delay time for embedding calculated using appropriate methods like false nearest 

neighbour calculation and first minimum of autocorrelation function [150]. For any 

arbitrary vector X, the components are n number of real values of the time series 

{XI' xI+r' x,+2r ........ X/+(n-I)T} from time instant ' t' to 't + (n -1)1". Assuming r;:: 1 , 

each point in the n dimensional space represented by its corresponding vector will 

therefore be equivalent to a short sequence of the time series consisting of n number of 

real values as {x" x/+l ' x/+2 ... .... ,X1+(n_I)} • If the components of each vector are arranged in 

ascending order, it will represent a pattern of evolution. Thus each of the vectors can be 

considered as a symbolic sequence which will be one of the n! possible pennutations of 

, n ' distinct symbols. The probability distribution of each pattern 7r can be represented 

as 

() 
#{t It:$ T - n, (Xt+l ...... , xl+J hastype7r} 

p7r= 
T-n+1 
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where 1( represents a pattern and # represents the number of occurrences. Permutation 

entropy of order n ~ 2 is defined as the Shannon entropy of the nl patterns or symbolic 

sequences and can be written as 

where the sum runs over all nl permutations or sequences. H(n) lies between 0 and 

log(n!). For increasing or decreasing sequence of values, H(n) = 0 , whereas for random 

series where all n! possible permutations appear with same probability, H(n) = log(n!). 

For a time series representing some dynamics, H (n) < log(n!). Therefore, normalised PE 

per symbol of order' n' is given by H(n)llog(n!). Thus PE characterizes the system 

dynamics, with low values indicating regular behaviour. Any increase in PE value will 

thus represent an increase in irregularity in the dynamics. For detection of dynamical 

changes from time series it is first partitioned into non-overlapping windows of suitable 

length T. PE for each window is calculated using Eq.(6) and Eq.(7). Any change in the 

dynamics of the system. will be reflected in the variation of PE with respect to moving 

window. For a reliable estimation of PE, the window length T should be greater than n! 

[147]. The order of PE should not be too small as this win not give enough number of 

distinct states. Too large values of order' n' will demand large values of window size 

which will not effectively detect dynamical changes and also will create memory 

restrictions. Optimum values of order of PE are reported to be around 3 to 8[147,148]. 

In our analysis PE of order 5 is used for a window size of 512 samples for the time series 

of the audio signal. 

As the patterns can be calculated in a very fast and easy way, calculation time of PE is 

negligibly less compared to other classical nonlinear methods. In this, only two pairs of 

values are compared at a time. PE based method is 100 times faster than Lyapunov 

exponent based method [147] due to the fact that neighbourhood searching is not needed. 

Also we deal with order relations between values instead of values themselves, the 

permutation entropy is robust with respect to noise corrupting the data. 
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Pennutation entropy has a practically invariance property. If Y I = f (XI) where f is an 

arbitrary strictly increasing (or decreasing) real function, then H(n) is same for XI and 

YI' Such nonlinear function f occurs, for example, when measuring physiological data 

with different equipments. Addition of observational noise causes only a small increase 

in the value of entropy [151] where as there is hardly any effect on the entropy due to 

dynamical noise. However in the presence of high noise the ability of PE to distinguish 

the change in dynamics decreases. 

Standard Data Test on PE 

Effectiveness of PE is verified on regular chaotic and random data sets. For this, 

nonnalised PE for a regular sine wave of amplitude (peak to peak) O. 2 and a random 

signal of amplitude 0.2 with 5000 data points each are calculated. Fig 3.7 (a) and (b) 

shows a sine wave and random signal respectively and their corresponding PE are 

shown in Fig 3.7 (c) and (d). Permutation entropy for regular sine wave is 0.114 and it is 

0.9387 for random signal. Hence it is confirmed that PE values corresponding to regular 

signal is low whereas for random variation it shows high values. 
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When regular sine wave is connected with random signal as given in Fig 3.8 (a) the PE 

value suddenly jumps from 0.114 to 0.9387 as indicated in Fig 3.8(b). This clearly shows 

that the PE is sensitive to change in regularity. The sudden variation from regular to 

random state is clearly indicated by the abrupt change in PE values. 

To get the feeling of the variations of entropy. results are also verified on chaotic signals 

with change in dynamics for different parameter values. Bifurcation diagram of logistic 

map X,.I = rx! (1- x,) is used to study the variation in PE in chaotic signal. Fig. 3.9(a) 

shows the bifurcation diagram of logistic map for 5000 parameter values corresponding 

to variation of 'r' from 3.5 to 4. For control parameter r less than 3.57 the logistic map 

exhibits period doubling phenomenon. and a chaotic dynamics is observed at 3.57. For 
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3.57 .::: r .::: 4 the dynamics is more complicated and intricate. This interval of'r' is not 

fully occupied by chaotic orbits alone, but many changes take place at different critical 

values of 'r'. We can clearly see many changes of dynamics as a function of control 

parameter at 3.5748, 3.5925, 3.6785 and 3.828. At these points the chaotic nature is lost 

and the behavior is regular or quasi periodic. 

PE of order 6 is calculated for sliding windows of 1024 samples. Fig 3.9 (b) shows the 

variation of PE for the same values of 'r' varying from 3.5 to 4. The variation in PE 

clearly indicates the change in dynamics corresponding to different ' r values' . 

Corresponding to r values where there is a change in chaotic state PE drops indicating 

more regularity. This confirms the sensitiveness of PE to change in dynamics of any type 

of signa1. 
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CHAPTER 4 - RESULTS AND DISCUSSION ON STUTTERING 

In this chapter analysis of speech signals of healthy and stuttering subjects are carried 

out. Vocal sound signals are recorded from nonnal as well as stuttering subjects for 

different phonemes for Nonlinear analysis with an aim of characterising nonnal and 

stuttering vocal sound signals. Linear acoustic analysis is also carried-out on these 

signals. In order to study the efficiency of speech therapy for two weeks (post-treatment) 

rendered on the stuttered subjects the nonlinear and linear acoustic analysis is carried out 

on the vocal signals viz. the vowels /«WJ/, /tg2/ and /~/ and on the sentence "tg2COlQJCOlo 

ru~lcw !lJ6m3o<mll2locoo(ifJ)" the meaning in English is "Both are good friends". The results 

indicate that PE is an efficient measure for characterising the audio signal and 

establishing quantitatively the improvement in the progress of post treatment rendered by 

speech therapist and clinicians to Persons With Stammering(PWS) time to time.The 

results are verified using the evolution of PE, maximum lyapunov exponent( Amax)' Total 

PE, Correlation Dimension(Dz) Kolmogorov entropy (Kz) and interdependence of 

phonation number. 
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4.1 STUTTERING SPEECH SIGNAL ANALYSIS: 

Generally, classification of speech disorders is considered as a very difficult complex 

problem, however some typical artifacts associated with stuttering are commonly 

recognized. The speech rhythm is determined as sequence of durations of vowels and 

consonants in speech [1]. Stuttering is the subject of interest of researchers in various 

domain like speech physiology and pathology, psychology, acoustic signal analysis. It is 

a poorly understood communication disorder with 1 % global prevalence [2]. It is a 

complex multidimensional speech fluency disorder resulting from the disco-ordinaion in 

articulation, phonation and breathing [3-5J. Van Riper defines stuttering as a temporal 

disruption of the simultaneous and successive programming of muscular movements 

required to produce a speech sound or its link to the next sound [5]. 

Traditional analysis techniques of stuttererred speech are based on estimation of mean 

duration of syllable repetitions and other related measures of frequency of different 

speech disfluency or mean number of repeated units per instances of sound or syllable 

[6]. There are some cases of so called "hidden stuttering" when the speaker practices 

word avoidance. Also, there often are blockades in the stutterer's speech, which may be 

judged by the listeners as normal pauses in speaking. Because of this stutterers are 

currently evaluated using visual methods also [6]. Other methods are based on extracting 

acoustic information from the intensity time profile [7-20]. These studies concentrated on 

short fragments of utterances, the approximate duration of one fragment being one or a 

few phonemes. 

Eventhough several such methods have been proposed for evaluation of patients progress 

in speech therapy [21-25] most of them are not suitable for automatic characterization. Of 

late several attempts have been made to develop methods that can assist in automatic 

detection and characterization of speech [21]. Conventionally, to assess and classify 

dysfluency is to translate and use audiovisual cues on the recorded speech and to locate 

occurrences of repetitions, syllable/word injections and prolongation of speech [8]. Good 
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results are achieved using motor measures [15 25]. It is indicated that movement of jaw is 

the best measure and allowing easy detection in a study carried out by [25] of 

relationships between speech motor deficiencies and stuttering severity. On the other 

hand, from an acoustic point of view, it is possible to analyse an electric signal 

representing disordered speech. The results can fonn the basis for an in-depth diagnosis 

of the patient. Acoustic analysis of stuttered speech has attracted much attention due to its 

plausible application as suitable inputs to learning systems and for automatic 

classification of stuttered and fluent speech. Which may help in developing electronic 

devices to assist in speech therapy. 

Other studies have been concerned with speech signal features [12 23;24 26]. Speech 

envelopes have been analysed by [26], resulting in some parameters that were later used 

in automatic search for lexical dysfluency [11]. [27] compared area under the speech 

envelopes of utterances of fluent and stuttered speakers. Inorder to look into significant 

changes in disordered speech acoustic analysis were also perfonned[28-32]. Recently 

there has been several studies to probe into the dynamical nature of stuttered and nonnal 

speech [33-40] such studies has advantages in providing important clues to ideal features 

to be accessed for external control. Such attempts using Hausdorff Dimension and 

Information Kolmogrov entropy has revealed strong correlation between Hausdorff 

Dimension of nonnal speech with that of chaotic logistic equation and fractal dimensions 

corresponding to boundary between bifurcation and chaos zones for stuttered speech. 

Nonlinear quantitative measures are found to be useful in classifying nonnal and 

pathological signals and also modeling speech signals [41-44]. 

Characterising and estimating the severity of stuttered speech is been equally interesting 

as well as complex problem. Research in this direction has potential applicability in 

methods for providing support to improve speech quality. For an effective evaluation and 

comparIson of speech' quality improvement clinicians and therapist should have 

quantitati ve infonnation about the improvement that could be provided by specific 

methods[45]. Here, we propose to evaluate the PE [46] of the whole signal as a signal 

quantifying measure of the complexity of the total signal. 
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Nonlinear dynamical analysis of speech signal has potential application in characterizing 

any therapeutic correction methods; extensive description of speech before and after 

therapy are essential as they are based on perceptual or acoustic parameters. Dynamics of 

speech signal has nonlinear characteristics. Considering the dynamical similarities 

between nonnal and stuttered speech with that of different dynamical regimes of logistic 

equations one can infer that stuttered speech signals are less complex. 

Existing nonlinear methods of Correlation Dimension and Kolmogorov entropy used for 

classifying normal and pathological speech is sensitive to noise contamination and 

nonstationarity. Also these algoritluns are found to be time consuming. For using any 

quantitative measure for assessing and classifying speech disorders such methods should 

essentially be robust to noise and allow fast evaluation. This is more so for classifying 

and evaluating severity of stuttered speech. Here we propose the use of a fast non linear 

analysis technique viz. Permutation Entropy (PE) [46] analysis, to detect the dynamics of 

stuttering from speech audio signal captured using microphone. PE is a complexity 

measure which is robust against dynamical as well as observational noise [47] [48]. It is a 

regularity statistic which relies on the order relations between neighboring values of a 

time series and is applicable to any real world data. It gives quantitative information 

about the complexity of a time series. Thus the variation of PE as a function of time can 

effectively indicate dynamical change. Corresponding to r values in the logistic equation, 

where there is a change in chaotic state PE drops indicating more regularity. This 

confirms the sensitiveness of PE to change in dynamics of any type of signal. 

4.2 METHOD AND RESULTS OF STUDY ON FLUENT AND 

STUTTERED SUBJECTS. 

Nonlinear measures like Correlation dimension(D2), Maximum Lyapunov 

exponents( Amax) and Kolmogorov entropy(K2) are calculated for each of the signals 

vowel /«rra/ ,vowel /112/ and vowel /@/ of Malayalam language. Pennutation entropy(PE) 

analysis is also computed on each of the vocal samples. In addition, conventional 
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acoustic analysis is also performed on the signals using zero crossing, fundamental 

frequency(FO), perturbation methods like jitter and shimmer. 

Tables 4.4a, to 4.6b summarises the results of the nonlinear analysis evaluated for the 

recorded speech signal in Malayalam language. Vowels /<m/, /@./ and /@/ from ten 

normal subjects and ten sutterered subject are analysed. The first, second and third 

columns shows Maximum Lyapunov exponent( A. max ), Correlation dimension(D2), 

Kolmogrov entropy(K2) • Fourth columns shows the PE of order 5 calculated for the 

complete signal. The data length of the signals varies between 2000 and 4000 samples for 

all the vowels for normal subjects. It is between 3328 to 6524, 3914 to 6769 and 3453 to 

7736 samples for vowels /<m/, /f!2/, /@/ respectively for stuttering subjects. 

VOWEL "~" 

Lyap_spec Dz Kz Total PE 
~ORMAL P'max) 

SUBJECT 11 0.069 2.46 0.03 0.72 

SUBJECT 12 0.072 2.34 0.02 0.70 

SUBJECT 13 0.052 2.55 0.09 0.71 

SUBJECT 14 0.059 2.34 0.03 0.66 

SUBJECT 15 0.052 2.26 0.02 0.60 

SUBJECT 16 0.05 2.19 0.01 0.66 

SUBJECT 17 0.072 2.33 0.11 0.72 

SUBJECT 18 0.051 2.38 0.04 0.67 

SUBJECT 19 0.034 2.05 0.02 0.61 

SUBJECT 20 0.108 1.55 0.03 0.65 

Average 0.062 2.25 0.04 0.67 

Table 4.4a Nonlinear parameters for vowel /<m/ for normal SUbjects. 
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VOWEL "am" 

Lyap_spec D2 K2 Total PE 
STUTTERING (Amax) 

SUBJECT I 0.045 1.51 0.032 0.59 

SUBJECT 2 0.062 0.71 0.041 0.59 

SUBJECT 3 0.047 1.19 0.080 0.65 

SUBJECT 4 0.055 1.91 0.021 0.67 

SUBJECT 5 0.041 0.92 0.043 0.65 

SUBJECT 6 0.034 1.47 0.019 0.59 

SUBJECT 7 0.039 1.24 0.034 0.60 

SUBJECT 8 0.034 0.87 0.013 0.68 

SUBJECT 9 0.069 1.22 0.007 0.68 

SUBJECT 10 0.134 0.88 0.045 0.66 

Average 0.056 1.19 0.034 0.64 

Table 4.4b Nonlinear parameters for vowel /erm/ before therapy 
for stuttering subjects. 

From table 4.4a and 4.4b it can be inferred that the speech signals of stuttering subjects 

are less complex in nature compared to those of normal subjects. In the case of vowel/a! 

the mean value of maximum lyapnaov exponent for normal subjects is 0.062 whereas for 

stuttering group it is 0.056. The mean value of correlation dimension for normal group is 

2.25 whereas it is 1.19 in the case of stuttered group. A similar lowering of average mean 

value is observed for kolmogorov entropy which is 0.04 for normal and 0.03 for 

stutterered group. The PE value is in accordance with the above measures. In the case of 

vowel /crrro/ the average mean value of PE for normal subjects and stutterring group are 

0.67 and 0.64 respectively. Similar decrease is observed in case of vowels /e/ and /uJ also 

(Table 4.5a and 4.5b and 4.6a and 4.6b). The mean value of maximum lyapunov 

exponent of stuttered subjects for vowel /f!2/ is found to be 0.284 whereas it 0.451 for 

normal subject groups. Similarly correlation dimension of 1.87 is lowered to 1.25 from 

normal to stuttered group. A similar decrease is observed in mean value of kolmogorov 

entropy, which is o.03i for normal subject group and 0.0152 for stuttered group. The 

value of PE also evidently shows the lowered complexity of the signal. Also average 
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value of PE of stuttered group is found to be 0.61 which is much lower than 0.76 of 

normal subject group. Similarily for vowel 1'{21 all the nonlinear quantitative parameters 

showed a decrease for the stuttering subject group indicating lowered complexity of 

speech signal of stutterers. Average value of maximum lyapunov exponent for the vowel 

1'{21 is 0.038 and 0.036 for normal and stuttered groups respectively. Corresponding values 

of average correlation dimension of the two groups are 2041 and 1.45. Average 

kolmogorov entropy fof normal and stuttered groups are 0.02 and 0.018 respectively. 

Corresponding values of PE for these groups are 0047 and 0040. 

VOWEL "f!;2" 

Lyap_spec D2 K2 Total PE 
NORMAL (A max) 

SUBJECT 11 0.179 1.43 0.02 0.73 

SUBJECT 12 0.026 1.22 0.017 0.76 

SUBJECT 13 0.038 1.54 0.094 0.79 

SUBJECT 14 0.033 1.57 0.034 0.80 

SUBJECT 15 0.017 2.65 0.025 0.68 

SUBJECT 16 0.025 2045 0.094 0.61 

SUBJECT 17 0.014 1.93 0.023 0.84 

SUBJECT 18 0.003 1.33 0.038 0.77 

SUBJECT 19 0.086 2.05 0.027 0.77 

SUBJECT 20 0.03 2.54 0.065 0.82 

Average 00451 1.87 0.032 0.76 

Table 4.5a Nonlinear parameters for vowel 1f!21 for normal subjects. 
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VOWEL "!!;?" 

Lyap_spec Total PE 
STUTTERING ( Amax) D2 K2 

SUBJECT 1 0.026 0.58 0.004 0.53 

SUBJECT 2 0.035 1.41 0.029 0.73 

SUBJECT 3 0.048 1.00 0.032 0.75 

SUBJECT 4 0.016 1.60 0.013 0.56 

SUBJECT 5 0.029 1.23 0.028 0.60 

SUBJECT 6 0.041 1.10 0.013 0.57 

SUBJECT 7 0.023 1.55 0.006 0.66 

SUBJECT 8 0.021 1.64 0.006 0.58 

SUBJECT 9 0.029 1.10 0.010 0.57 

SUBJECT 10 0.016 1.23 0.011 0.56 

[Average 0.284 1.25 0.0152 0.61 

Table 4.5b Nonlinear parameters for vowel /tgl/ before therapy for 
stuttering SUbjects. 

VOWEL "~" 

Lyap_spec D2 K2 Total PE 
Normal (Amax ! 
SUBJECT 11 0.034 2.46 0.032 0.50 

SUBJECT 12 0.054 2.48 0.024 0.47 

SUBJECT 13 0.023 2.76 0.074 0.46 

SUBJECT 14 0.051 2.34 0.045 0.46 

SUBJECT 15 0.023 2.24 0.058 0.38 

SUBJECT 16 0.037 2.35 0.036 0.44 

SUBJECT 17 0.046 2.42 0.030 0.50 

SUBJECT 18 0.032 2.42 0.020 0.56 

SUBJECT 19 0.044 2.26 0.006 0.44 

SUBJECT 20 0.033 2.35 0.033 0.50 

Average 0.038 2.41 0.02 0.47 

Table 4.6a Nonlinear parameters for vowel /@/ for nonnal SUbjects. 
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VOWEL "~" 

STUTTERING Lyap_spec Total PE 
( Amax ) D2 K2 

SUBJECT 1 0.029 1.78 0.012 0.43 

SUBJECT 2 0.038 2.40 0.002 0.45 

SUBJECT 3 0.043 0.87 0.005 0.47 

SUBJECT 4 0.026 0.81 0.017 0.45 

SUBJECT 5 0.043 0.88 0.012 0.35 

SUBJECT 6 0.044 0.79 0.007 0.37 

SUBJECT 7 0.025 1.66 0.067 0.41 

SUBJECT 8 0.032 1.65 0.009 0.36 

SUBJECT 9 0.045 2.35 0.010 0.37 

SUBJECT 10 0.044 1.33 0.139 0.34 

Average 0.036 1.45 0.018 0.40 

Table 4.6b Nonlinear parameters for vowel/@./ before therapy for 
stuttering subj ects. 

The Lyapunov exponent, Correlation dimension and Kolmogorov entropy, all of which 

estimates the complexity of the system from various characteristics of the attractor of the 

system and PE which estimates the complexity of the system based on symbolic 

characteristics of the time series shows a lowered value for stuttering subj ects compared 

to that of the normal subjects. The mean value of maximwn lyapunov exponent of 

stuttering subjects shows a lower value compared to the normal subjects indicating 

lowered complexity in the stuttering signals of these subjects for all the vowels. Similar 

behaviour is observed in the case of Con-elation dimension, Kolmogorov entropy and PE. 

The decrease in these nonlinear quatitative measures indicates a lowered complexity or 

increased regularity in these signals. Phonetic analysis of stuttering behavior has 

evidences of predominance of pure repetitions[50]. This can be treated as the existence of 

repetitive blocks of same syllables which will lead to increased regularity of the signals_ 

These results reinforces the efficiency of nonlinear measures in distinguishing the 

dynamical differences between normal and stuttered speech signals. 
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VOWEL" am" 
Time 

NORMAL ms) ZCross FO(Hz) %jit %shm 
SUBJECT 11 300 27 845.6 4.99 32.57 
SUBJECT 12 310 25 911.4 4.65 27.49 
SUBJECT 13 410 9 735.4 6.17 18.58 
SUBJECT 14 340 22 819.1 5.3 44.48 
SUBJECT 15 300 20 742 1.78 11.38 
SUBJECT 16 280 22 760.1 2.93 22.71 
SUBJECT 17 340 37 880.2 3.32 26.1 
SUBJECT 18 340 23 770.2 6.98 56.62 
SUBJECT 19 300 34 854 2.99 16.33 
SUBJECT 20 340 36 812 3.73 45.65 
Average 25.5 ± 8.5 813 ± 60.2 4.284± 1.61 30.19 ± 14.56 

Table 4.1 a linear parameters zero crossing rate, Fundamental Frequency (FO), jitter and 
shimmer for evaluating acoustic properties for signal (vowel l«mf) . 

. 
VOWEL "am" 

Time 
%jit %shm 

STUTTERING ms) ZCross FO(Hz) 
SUBJECT 1 400 14 734.1 4.12 34.34 
SUBJECT 2 420 18 644 3.34 18.82 
SUBJECT 3 590 14 700.8 6.77 29.74 
SUBJECT 4 480 21 880.7 4.06 24.91 
SUBJECT 5 350 17 769.4 4.17 24 
SUBJECT 6 520 11 715.7 6.3 27.16 
SUBJECT 7 580 10 659.6 32.74 37.59 
SUBJECT 8 510 16 720 6.93 31.2 
SUBJECT 9 460 15 650.9 21 39.33 
SUBJECT 10 460 17 877.4 2.94 26.22 
Average 15.3±3.3 735.26 ± 85.3 9.24± 9.79 29.33 ± 6.40 

Table 4.1 b linear parameters zero crossing rate, Fundamental Frequency F(O), jitter and 
shimmer for evaluating acoustic properties for signal (vowel l«mf). 
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Vowel "m" 
Time 

NORMAL (ms) ZCross FO(Hz) %jit %shm 
SUBJECT 11 290 19 383.9 4.49 14.31 
SUBJECT 12 270 22 331.8 3.35 14.91 
SUBJECT 13 330 4 277.1 3.86 19.42 
SUBJECT 14 310 11 361.2 4.45 18.35 
SUBJECT 15 300 11 286.1 2.28 11.64 
SUBJECT 16 280 9 351 1.93 12.31 
SUBJECT 17 410 13 373.3 5.21 16.95 
SUBJECT 18 320 21 281.9 11.95 47.17 
SUBJECT 19 330 12 353 6.62 37.6 
SUBJECT 20 390 17 313.2 5.25 45.45 
Average 13.9±5.72 331.25±39.4 4.94±2.83 23.81 ± 13.94 

Table 4.2a linear parameters zero crossing rate, Fundamental Frequency (FO), jitter and 
shimmer for evaluating acoustic properties for signal (vowel Itg/). 

Vowel "~" 

Time 
STUTTERING (ms) ZCross FO(Hz) %jit %shm 
SUBJECT 1 350 9 237.5 3.2 16.41 
SUBJECT2 460 1 340.3 4.56 33.61 
SUBJECT3 540 2 270.3 6.4 22.13 

SUBJECT4 540 12 331.5 5.77 41.23 
SUBJECT5 390 2 305.8 3.85 41.48 

SUBJECT6 410 5 390.5 3.73 19.95 
SUBJECT7 580 3 381.1 18.68 33.47 
SUBJECT8 530 17 337.2 4.87 24.48 
SUBJECT9 410 3 287.5 3.02 19.92 
SUBJECT 1 0 370 11 392.2 1.96 12.49 

Average 6.5 ± 5.42 327.39± 52.43 5.60±4.77 26.52± 10.2 

Table 4.2b linear parameters zero crossing rate, Fundamental Frequency F(O), jitter and 
shimmer for evaluating acoustic properties for signal (vowel I~/). 
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Vowel"@" 

Time 
NORMAL {ms} ZCross FO(Hz) %jit %shm 

SUBJECTll 310 12 381.2 6.17 25.59 

SUBJECT 12 330 9 351.1 11.06 52.26 

SUBJECT 13 310 . 4 406.3 5.44 17.5 

SUBJECT 14 260 12 375.7 3.87 20.24 

SUBJECT15 400 6 356 24.63 31.81 

SUBJECT 16 250 13 399.7 2.44 11.95 

SUBJECT17 410 13 450 3.72 18.51 

SUBJECT18 260 13 383.8 4.07 23.87 
SUBJECT19 280 13 383.8 3.28 20.31 

SUBJECT20 350 12 363.1 3.63 18.45 
Average 10.7± 3.26 385.07 ± 28.80 6.83±6.71 24.05 ± 11.2 

Table 4.3a linear parameters zero crossing rate, Fundamental Frequency F(O), jitter and 
shimmer for evaluating acoustic properties for signal (vowel /g!/). 

Vowel "@,. 

Time 
Stuttering (ms) ZCross FO(Hz) %jit %shm 

SUBJECT 1 310 9 338.6 5.9 44.53 

SUBJECT 2 320 7 375.4 1.67 14.88 

SUBJECT 3 430 12 397.4 6.36 44.08 
SUBJECT 4 500 12 359.6 3.99 19.38 

SUBJECT 5 440 10 365.9 5.07 47.17 

SUBJECT 6 460 7 410.6 4.99 43.78 

SUBJECT 7 700 7 318.9 18.89 36.88 
SUBJECT 8 510 9 371.8 3.96 30.35 
SUBJECT 9 500 8 342.5 3.97 30.77 
SUBJECT 10 310 11 420.2 1.61 15.74 

Average 9.2± 1.98 370.09 ± 32.3 5.64± 4.91 32.75 ± 12.52 

Table 4.3b linear parameters zero crossing rate, Fundamental Frequency F(O), jitter and 
shimmer for evaluating acoustic properties for signal (vowel /@/). 
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T67 ---

Tables 4.1 a to 4.3b summarises the results of the acoustic analysis evaluated for the 

recorded speech signal I«1r?J/, 1'lP.1 and l'ldl for ten normal subjects and ten stuttering 

subjects. Table 4.1a and b shows the acoustic parameters of normal and stuttering 

subjects respectively for vowel I«1r?JI • Similarily Table 4.2a, b and 4.3a, b summarizes the 

corresponding parameters for vowels l'lP.I and I~I respectively. 

From Table 4.1 a and 4.1 b it can be inferred that the average value of fundamental 

frequency FO of all the vowels is lower for the stuttering group subjects compared to the 

normal subjects. Average FO for normal subject group for vowel I«1r?JI is found to be 

813Hz whereas for the stuttering group it is found to 735Hz. In the case of vowel I ~ I 

the mean value of FO as shown in Table 4.2a and 4.2b is lower for the stuttering subject 

group. The average value of FO for normal subject group is 331 Hz whereas it is 327Hz 

for stuttering group. From Table 4.3a and 4.3b it can be inferred that average FO of 

vowel I~ I is 385Hz whereas it is 370 Hz for the stuttering groups. 

These results indicate that the Fundamental frequency is affected by stuttering, but the 

change is unique to eacq vowels. It was earlier observed[50] the changes in fundamental 

frequency depends on the type of stuttering. However, these changes showed patterns that 

differed according to the type and severity of stuttering behavior that followed the chosen 

moment of stuttering. 

Average value of percentage jitter for vowel l«ml and I~I is higher for the stuttering 

group compared to the normal. Average percentage litter for vowel luI is found to be 

similar in both groups. Percentage shimmer did not show any significant difference 

between the two groups for l«ml and I~I but shows a slight increase for vowel I~ I. 

Average percentage jitter for the vowel Icrml is 4.284 and 9.237 for normal and stuttered 

groups respectively. The corresponding values are 4.939 and 5.604 in the case of vowel 

I@I. For vowel I~I percentage jitter corresponding to normal and stuttered groups are 6.83 

and 5.64. Average value of percentage shimmer in the case of vowel Icrml is 30.19 and 
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29.33 for normal and stuttered groups respectively. For the vowel/@./ the corresponding 

values are 23.81 and 26.52. For the vowel /~/ average value of percentage of shimmer 

for normal and stuttered groups are 24.05 and 32.76 respectively. Eventhough the jitter 

and shimmer doesn't show significant changes in all the phonations the observed changes 

are towards the higher side which shows that phonations of stutter's were less stable than 

that ofnonnal subjects in tenns of both vocal frequency and intensity. 

Results of analysis using Zero Crossing Rate(ZCR) (Table 4.1a to 4.3a) on the above 

signals shows decrease in zero crossing rate for group of stutterers with respect to those 

of nonnal subjects in the case of all the vowels. The ZCR is simply the count of crossing 

the zero throw fixed window size. It is said to occur if successive samples have different 

algebraic signs. The ZCR is a time-domain algorithm and it deeply depends upon the 

frequency of the input signal. ZCR is proportional to the dominant frequency. If a signal 

is a pure sinusoidal wavefonn, the dominant frequency is the only one in the spectrum. 

This frequency equals the nwnber of zero crossings of the signal in one second. In other 

words, it equals the value of the ZCR if the rate is taken every second. For non-sinusoidal 

periodic waveform, the dominant frequency has the largest amplitude. For unvoiced 

sounds like pure fricatives or noisy breaks zero crossing rate will assume higher values 

whereas for voiced sounds it will be close to zero. In the case of stuttered speech of 

vowels the lowered value of zero crossing rate can be attributed to the repeated utterance 

of the same syllable which increases the number of voiced segments [51]. 

Inorder to estimate the efficiency of these nonlinear parameters in accessmg the 

improvement obtained by a particular treatment method the vocal signals of the same 

subject of the stuttering group are recorded and analysed after two weeks of therapy. 
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Vowel "~" 

SUTTERING Lyap_spec D2 K2 Total 
(A max) PE 

SUBJECT 1 0.26 1.28 0.007 0.69 

SUBJECT 2 0.21 2.27 0.026 0.60 

SUBJECT 3 0.08 0.42 0.015 0.74 

SUBJECT 4 0.49 1.72 0.019 0.74 

SUBJECT 5 0.13 0.47 0.014 0.67 

SUBJECT 6 0.19 2.46 0.14 0.68 

SUBJECT 7 0.11 0.44 0.021 0.63 

SUBJECT 8 0.07 1.22 0.006 0.63 

SUBJECT 9 0.09 0.21 0.0026 0.73 

SUBJECT 10 0.99 0.63 0.047 0.79 

Average 0.26 1.11 0.030 0.69 

TABLE 4.7 Non1inear parameters for vowel "«ml" after two 
weeks speech therapy. 

Vowel" m" 

SUTTERING Lyap_spec D2 K2 Total PE 

( A max ) 

SUBJECT 1 0.029 0.79 0.02 0.79 

SUBJECT 2 0.02 1.51 0.021 0.78 
SUBJECT 3 0.031 0.466 0.004 0.84 

SUBJECT 4 0.044 2.96 0.015 0.69 

SUBJECT 5 0.037 0.461 0.0084 0.86 

SUBJECT 6 0.321 0.749 0.011 0.85 

SUBJECT 7 0.218 0.578 0.015 0.68 

SUBJECT 8 0.119 0.912 0.019 0.82 

SUBJECT 9 0.079 0.276 0.005 0.71 
SUBJECT 10 0.208 0.672 0.024 0.77 
[Average o.~ 5t;? 0.937 0.0142 0.78 

TABLE 4.8 Nonlinear parameters for vowel "@" after two weeks 
speech therapy. 

101 



Vowel" ~ " 

Lyap_spec D2 K2 Total PE SUTTERING ( I.. max ) 

SUBJECT 1 0.053 1.46 0.18 0.54 

SUBJECT 2 0.082 2.37 0.012 0.51 

SUBJECT 3 0.038 0.373 0.015 0.41 

SUBJECT 4 0.227 2.71 0.007 0.54 

SUBJECT 5 0.054 0.659 0.004 0.53 

SUBJECT 6 0.075 1.58 0.015 0.49 

SUBJECT 7 0.041 0.151 0.004 0.39 

SUBJECT 8 0.037 0.539 0.0048 0.43 

SUBJECT 9 0.035 0.369 0.009 0.45 

SUBJECT 10 0.288 1.38 0.035 0.65 

IAverage 0.093 1.159 0.0286 0.49 

TABLE 4.9 Nonlinear parameters for vowel "~" after two weeks 
speech therapy. 

Tables 4.4a to 4.6b, 4.7, 4.8, 4.9 summarIses the results of the non1inear analysis 

evaluated for the recorded speech signal /(rM?J/, /@./ and /'il/ for ten nonnal subjects and ten 

stuttering subjects after two weeks therapy. For all the three vowels the Maximum 

lyapunov exponent( Amax ) and PE clearly indicates an increase in the post-treatment after 

two weeks, compared to the pre-treatment case, however correlation dimension and 

kolmogorov entropy d?n't show the same behaviour. For a comparison of the results 

conventional acoustic analysis are conducted on these signals. 

In the case of vowel /«rra/ , the mean value of maximum lyapunov exponent for normal, 

stuttered subjects before treatment and stuttered subject after two weeks of therapy (Table 

4.4a, 4.4b and 4.7) are 0.062 , 0.056 and 0.26 respectively. For the vowel /r!2/ the 

corresponding values are 0.451, 0.284 and 0.55 respectively (Table 4.5a, 4.5b and 4.8). In 

the case of letter l'il/ these values are 0.038, 0.036 and 0.093 respectively. (Table 4.6a, 

4.6b and 4.9). 
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Average Correlation dimension for vowel /r:rm/ for normal, stuttered subjects before and 

after therapy are 2.25, 1.19 and 0.26 respectively. Corresponding values of vowel /@./ are 

1.87, 1.25, and 0.94 respectively. For vowel/fj2/ these values are 2041, 1.45 and 1.159 

respectively. Average value of Kolmogorov entropy of vowel /r:rm/ for normal subjects, 

stuttering before and after treatment are 0.04, 0.034 and 0.03 respectively. In the case of 

vowel/f!2/ these values are 0.032, 0.0152 and 0.0142 respectively. Corresponding values 

for the vowel/~/ are 0.02,0.018 and 0.029 respectively. 

Average value of PE of the vowel/r:rm/ for normal subjects, stuttering subjects before and 

after treatment are 0.67,0.64 and 0.69 respectively. Correspondingly in the case of vowel 

/@./ are 0.76, 0.61 and 0.78 respectively. In case of vowel/@.1 these values are 0047, 0040 

and 0.49 respectively. 

From the above results it can be observed that all the nonlinear measures are efficient in 

differentiating normal subjects from sutterered subjects. All these measures shows a 

decrease in their values for the stutterering subject group indicating increased regUlarity 

which can be attributed to the repeated blocks of the same syallable. 

However, in accessing the dynamic changes in speech signals of the stuttering subjects 

after speech therapy, some of the conventional measures do not give conclusive results. 

Among these measures the lyapunov exponent and PE shows indication of improvement 

in speech signal after therapy with the change in its value towards normal whereas, the 

measures like correlation dimension and kolmogorov entropy are not so efficient. These 

measures shows much higher values compared to even normal subjects. Correlation 

dimension and kolmogorov entropy are measures which are very sensitive to noise 

contamination of the signal. During the therapy the subjects are trained to control the 

stuttering by implementing slow rate and light articulation of utterances. This 

incorporates more silent blocks in their speech which would have earlier been repeated 

blocks of syllables. These silent blocks will present as background noise to the 

assessment system, thereby increasing their values of quantifiers. Thus the higher values 

of the conventional nonlinear measures in post treatment cases than the nonnal subjects 

can be attributed to the presence of silent blocks after therapy. 
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VOWEL "~tI 

Time 
STUTTERING (ms) ZCross FO(Hz) %jit %shm 
SUBJECT 1 360 31 845 24.48 38.8 
SUBJECT 2 410 32 714 19.15 34.6 
SUBJECT 3 310 24 724 1.04 12.83 
SUBJECT 4 370 40 934 1.42 5.48 
SUBJECT 5 370 26 708 2.2 12.06 
SUBJECT 6 310 32 736 0.61 6.1 
SUBJECT 7 310 20 745 3.52 12.17 
SUBJECT 8 380 29 776 2.75 25.94 
SUBJECT 9 480 22 715 17.2 33.25 
SUBJECT 10 390 37 895 1.65 9.92 

Average 29.3 ± 6.4 779.2 ± 82.49 7.4±9.1 19.12± 12.6 

Table 4.10 linear parameters zero crossing rate, Fundamental Frequency (FO), jitter and 
shimmer for evaluating acoustic properties for signal (vowel/CIJrOI) after 2 weeks therapy. 

VOWEL "@2" 

Time 
STUTTERING (ms) ZCross FO(Hz) %jit %shm 

SUBJECT 1 370 12 360 4.32 15.08 
SUBJECT2 420 13 331 1.46 11.94 
SUBJECT3 400 12 311 2.84 15.85 
SUBJECT4 360 14 353 1.31 5.69 
SUBJECT5 450 12 320 3.68 31.29 
SUBJECT6 350 23 435 1.25 7.34 
SUBJECT7 350 13 322 2.16 19.06 

SUBJECT8 410 16 348 4.2 19.46 

SUBJECT9 490 9 317 3.21 12.46 

SUBJECT 10 490 12 367 2.16 9.46 

Average 13.6 ± 3.74 346.4± 36.7 2.66 ± 1.16 14.76 ± 7.40 

Table 4.11 linear parameters zero crossing rate, Fundamental Frequency F(O), jitter and 
shimmer for evaluating acoustic properties for signal (vowel/fJJ:!.1) after 2 weeks therapy. 
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Vowel"~" 

Time 
STUTTERING (ms) ZCross FO(Hz) %jit %shm 
SUBJECT 1 350 12 352 3.3 1.36 
SUBJECT 2 440 14 422 1.2 9.98 
SUBJECT 3 340 13 398 1.39 9.76 
SUBJECT 4 350 13 62 7.5 14.46 
SUBJECT 5 370 12 309 2.52 14.54 
SUBJECT 6 280 15 438 0.34 2.21 
SUBJECT 7 250 12 402 1.6 13.84 
SUBJECT 8 390 15 391 1.42 15.74 
SUBJECT 9 500 13 368 1.97 11.52 
SUBJECT 10 390 16 446 2.52 8.71 

Average 13.5 + 1.43 358.8 + 112.05 2.38 ± 1.98 10.21 + 5.02 

Table 4.12 linear parameters zero crossing rate, Fundamental Frequency F(O), jitter and 
shimmer for evaluating acoustic properties for signal (vowel I~I) after 2 weeks therapy. 

Table 4.10, 4.11 and 4.12 shows the results of acoustic analysis of speech signals of the 

same group of stuttering subjects recorded after two weeks o[therapy. In the case of post­

treatment of vowel 1<rmJ the mean value of fundamental frequency FO of stuttering group 

increased to 779Hz from 735hz but is still lower than the mean FO of the nonnal group 

which is 813Hz (Table 4.1a and Table 4.10). Similarly in the case of vowel l'ml the mean 

value of fundamental frequency FO of stuttering group increased to 346Hz from 327Hz 

but is higher than the mean FO of the nonnal group which is 331Hz (Table 4.2a and 

Table 4.11). But in the case of vowel I~I the mean value of fundamental frequency FO of 

stuttering group decreas~d from 370Hz to 358Hz and is lower than the mean FO of the 

nonnal group which is 385Hz (Table 4.3a and Table 4.12). 

The zero crossing rate is higher for all the vowels after two weeks therapy. The average 

value of zero crossing rate for vowel Iccml is found to increase from 15 to 29 (Table 4.1 a 

and 4.10).Similar is the case for vowel l'm/ and vowel /~/ which is found to increase from 

6 to 13 and 9 to 13 respectively(Table 4.2a and b) (Table 4.3a and 4.11). The percentage 

of litter value is lower in all cases for post treatment case. Shimmer is also found to 

decrease for all the vowels in the post treatment. 
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From a perturbation point of view, short utterances are preferred to longer once which 

require a minimum duration of speech to stabilize long term measurements of 

perturbation. Therefore we propose to analyze the effectiveness of nonlinear measures in 

characterizing stuttered speech. Considering the non-stationary nature of continuous 

speech data in addition to convention measures like maximum Lyapunov exponent, 

Correlation dimension, Kolmogorov entropy, a new measure robust to noise and non­

stationarity namely Pennutation Entropy(PE) is also evaluated. 

Eventhough, single phonetic analysis is widely used for characterizing vocal pathologies 

analysis of longer utterances are found to a better approach for characterizing stuttered 

speech. Continuous speech produces interactive segmental affects of articulator 

movement and mUltiple voicing onsets and offsets. Various studies based on length of 

utterance has shown that stuttering is less likely to occur on shorter utterance compared to 

longer utterance [S2-S8]also stuttering speakers exhibited more stuttering on the first 

word of the phrase compared to the single word [59]. 

Nonlinear measures like Correlation dimension, Lyapunov exponents and Kolmogrov 

entropy are calculated for a recorded sentence "@ro~(U(O~o (UQJ1CIll .!l.l6lJl3o(ll)1aloroo6Tl'f' in 

Malayalam language, the meaning in English is "Both are good friend" for the same 10 

nonnal and 10 stuttering subjects . Pennutation entropy is also calculated on the vocal 

sample sentence signal before speech therapy and after two weeks therapy. In addition 

conventional acoustic analysis is perfonned on the sentence (signal) using zero crossing 

rate, fundamental frequency (FO), perturbation methods like jitter, shimmer. 
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Sentence "@allOJallO rueJlCD.> ~6lJT3oan1moalo6TTJ" 

Lyap_spec Total PE 

Normal ( Amax1 D2 K2 

SUBJECT 11 0.098 0.58 0.003 0.71 

SUBJECT 12 0.063 0.3 0.009 0.73 

SUBJECT 13 0.062 0.96 0.01 0.75 

SUBJECT 14 0.067 0.34 0.009 0.69 

SUBJECT 15 0.072 0.24 0.008 0.76 

SUBJECT 16 0.041 0.49 0.009 0.73 

SUBJECT17 0.719 0.53 0.037 0.75 

SUBJECT 18 0.054 0.17 0.0134 0.82 

SUBJECT 19 0.074 0.27 0.004 0.68 
SUBJECT 20 0.063 0.87 0.007 0.75 

Average 0.13 0.48 0.01 0.74 

Table 4.16 Average value of nonlinear parameters calculated for a sentence of 
Normal sUbjects. 

Sentence "@m~rumlo rue.l1w <>..J6lJT3o<tl)lmomoGrO" 

Lyap_spec Total PE 

Stuttering (Amax) D2 Kz 

SUBJECT 1 0.074 0.39 0.0111 0.61 

SUBJECT 2 0.091 0.25 0.008 0.65 

SUBJECT 3 0.031 0.41 0.009 0.66 

SUBJECT 4 0.072 0.08 0.002 0.62 

SUBJECT 5 0.4187 0.71 0.002 0.6 

SUBJECT 6 0.074 0.22 0.012 0.59 

SUBJECT 7 0.054 0.19 0.001 0.65 
SUBJECT 8 0.062 0.44 0.01 0.7 
SUBJECT 9 0.069 0.35 0.004 0.65 

SUBJECT 10 0.078 0.15 0.002 0.7 
Average 0.102 0.32 0.006 0.64 

Table 4.17 Non1inear parameters for stuttering subjects calculated 
before therapy for sentence 
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Stuttering Sentence "~<llln.j(lllo (lJ~(D) .aJ6lJ13oanll21o<llolil"O" 

Lyap_spec Total PE 

(A max) D2 K2 

SUBJECT 1 0.088 0.754 0.006 0.65 

SUBJECT 2 0.093 1.06 0.005 0.65 

SUBJECT 3 0.123 1.91 0.005 0.62 

SUBJECT 4 0.104 0.179 0.049 0.63 

SUBJECT 5 0.124 2.62 0.00892 0.72 

SUBJECT 6 0.098 0.39 0.00954 0.66 
SUBJECT 7 0.082 1.82 0.0304 0.65 
SUBJECT 8 0.157 0.372 0.0094 0.7 
SUBJECT 9 0.11 0.253 0.0172 0.65 

SUBJECT 10 0.119 0.64 0.0113 0.7 
Average 0.11 1.00 0.015 0.66 

Table 4.18 Nonlinear parameters for stuttering subjects calculated after therapy for sentence 

Tables 4.16 , 4.17 and 4.18 summarises the results of the Nonlinear analysis evaluated 

for the recorded speech signal "~ml(,Llmlo rueil<DJ .aJ6UT3oanlQlomo61'11" for ten normal subjects 

and ten stuttered subjects before. therapy and after therapy. The first, second and third 

coloumns shows Maximum lyapnov exponent( Amax) , Correlation dimension(D2) and 

Kolmogrov entropy(K2) • Fourth coloumn shows the PE of order 7 calculated for the 

complete signal. The data length of the signals of the normal subjects varies between 

15277 and 22656 and that of stuttered subjects varies between 17030 and 22444 samples. 

The corresponding data length of the signals varies between 22006 and 51021 samples 

for stuttered subjects after two weeks therapy. 

The mean value of maximum Iyapunov exponent of the stuttered subjects shows a lower 

value compared to the normal subjects indicating increased regularity in the vocal signals 

of these subjects. For normal subjects mean value of maximum lyapunov exponent is 

0.13 whereas it is O.lO·for stuttered subjects as given in Table 4.16 and 4.17. Similar 

decrease is found in the case of correlation dimension and kolmogrov entropy . Average 

correlation dimension for normal and stuttered subjects are 0.48 and 0.32 respectively as 

shown in Table 4.16 and 4.17. The mean Kolmogorov entropy for normal subjects is 0.01 

and stuttered subjects is 0.006 as given in Table 4.16 and 4.17 . The new regularity 

measure PE shows a lowering in its value in stuttering cases indicating an increase in 
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regularity. Average value of PE for nonnal and stuttered subjects are 0.74 and 0.64 

respectively as given in Table 4.16 and 4.17 . The decrease in these nonlinear quatitative 

measures points towards the increased regularity induced by the stuttering. These 

methods give clear indications of the increased regularity induced by stuttering. 

Sentence "@(1)&ru(1)&o rurulco> ~6lJ13ocmlmo(1)o6T'O" 

Time 
%jit %shm 

Nonnal (ms) ZCross FO(Hz) 
SUBJECT 11 2180 16 519.5 3.2 28.63 
SUBJECT 12 1540 18 501 3.53 31.12 
SUBJECT 13 2010 19 529.7 3.36 20.42 
SUBJECT 14 2210 14 452.1 4.53 28.95 
SUBJECT 15 2830 12 431.6 2.98 27.07 
SUBJECT 16 2210 10 428.2 3.20 28.63 
SUBJECT 17 1560 15 527.3 2.66 34.32 
SUBJECT 18 1580 20 406.1 4.86 36.92 
SUBJECT 19 2120 17 471.8 3.34 27.05 
SUBJECT 20 2120 15 501.6 16.53 46.62 
Average 15.6 476.89 4.82 30.97 

Table. 4.13 Average value of linear parameters calculated for a 
sentence for normal subjects 

Stuttering Sentence "~(1)lru(1)lO rurulco> !l..l6lJ13ocmlmo(1)o6m"" 

Time 
%jit %shm 

ms) ZCross FO(Hz) 
SUBJECT 1 2180 19 469.7 3.52 30.22 
SUBJECT2 1540 12 422.5 3.05 18.75 
SUBJECT3 2010 18 378 3.28 41.97 
SUBJECT4 2210 20 558.6 3.66 30.44 
SUBJECT5 2830 20 388.7 21.32 31.37 
SUBJECT6 2210 16 512.6 3.34 39.92 
SUBJECT7 1560 13 538.9 3.09 24.35 
SUBJECT8 1580 20 538.6 3.19 18.90 
SUBJECT9 2120 18 459.5 3.21 28.16 
SUBJECT 1 0 2120 16 555.3 3.41 28.88 
Average 18 482.24 5.11 29.3 

Table 4.14. Average value of linear parameters calculated for a 
sentence before speech therapy . 
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Stuttering Sentence "~mlrumlo ruailw !l..J6tmoa:nlmomo6TT)"" 

Time 
%jit %shm Irms) ZCross Fl(Hz) 

SUBJECT 1 4320 16 550.4 2.59 22.23 
SUBJECT2 3030 16 491.1 1.64 13.05 
SUBJECT3 3890 9 489.7 4.09 26.85 
SUBJECT4 4620 25 573.4 3.79 19.66 
SUBJECTS 4280 14 489.6 1.76 29.37 
SUBJECT6 3510 18 481.8 3.10 31.79 
SUBJECT7 1990 15 531.6 1.94 14.26 
SUBJECT8 3410 18 591.7 3.09 18.68 
SUBJECT9 3590 15 498.1 3.42 24.38 
SUBJECT 1 0 2920 24 587.4 3.97 15.03 
Average 17 528.48 2.94 21.53 

Table 4.15 Average value of linear parameters calculated for 
a sentence after two weeks speech therapy 

For assessing, Tables 4.13, 4.14 and 4.15 summarises the results of the acoustic analysis 

evaluated for the recoroed speech signal "~m~rumlo rue.Jlw !l..J6tmoanlmomo6TT)"" for ten 

normal subjects and ten abnormal subjects before therapy, after therapy for two weeks 

and normal subj ects. 

The fundamental frequency FO from Table 4.13 and 4.14 show that the average value of 

FO of the sentence is higher for stuttered subjects compared to the normal SUbjects. 

Average FO for normal subject group is found to be 476Hz whereas for the stuttered 

group it is found to 482Hz. After two weeks speech therapy to the 10 stuttered subjects 

the average value of FO of the sentence is found to increase, it is found to be 528Hz from 

482Hz. 

The average percentage jitter recorded while reading a sentence is higher for the stuttered 

group compared to the normal. Average percentage jitter for stuttered group is found to 

be 5.11Hz and for the normal group it is found to be 4.82Hz . After two weeks therapy 

the percentage ofjitter is found to decrease from 5.11 to 2.94. 
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Percentage shimmer did not show any significant difference between the two groups. 

After 2 weeks therapy the average percentage of shimmer for the stuttered group is found 

to have a lower value compared to the normal control group. It is found to reduce from 29 

to 21. 

Results of analysis using Zero crossing rate done on the above sentence where found to 

have a lower value for stuttering group compared to the normal group. It is found to have 

12 for stuttered group whereas for normal it is found to have 15 before therapy. During 

post treatment the average zero crossing rate is found to increase in the case of stuttered 

group compared to the normal group. It is found to increase from 12 to 17. 

Now, for assessing the efficiency of nonlinear measures in evaluating the changes in 

dynamical features of speech signal of stuttered subjects after two weeks of therapy. The 

speech signals for the same sentence is recorded and analysed from the same subject 

group after two weeks of therapy. Table 4.18 shows the nonlinear parameters like 

lyapunov exponent, correlation dimension, kolmogorov entropy and permutation entropy. 

The results summarized in the table 4.18 indicate the difference in diagnostic efficiency 

of various parameters in characterization of stuttered signals after therapy. Comparing the 

results of nonlinear analysis of normal and stuttered subjects before and after 

therapy(Table 4.16 , Table 4.17 and Table 4.18) it can be inferred that among these 

measures the maximum lyapunov exponent( Am8X ) and PE are better indicators of 

improvement in speech qUality. The maximum lyapunov exponent of normal subjects is 

0.13 whereas for stuttering subjects it is 0.10 . In the post therapy case the mean value of 

maximum lyapunov exponent increase towards the normal side which is indicated by its 

value 0.11 . The PE values of normal, pre and post treatment case also shows the same 

trend. Mean PE value of normal subject group is 0.74 and it is 0.64 for stuttering group. 

In the post treatment case it increases to 0.66 showing a tendency of suppression of the 

increased regularity. The other parameters like correlation dimension, kolmogorov 

entropy shows values of post treatment case to be much higher than the normal once. 

The results of acoustic as well as nonlinear analysis on individual vowels and continuous 

speech data indicate the efficiency of nonlinear measures in characterizing the change in 
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dynamics of stuttered speech after a specific period of speech therapy. Conventional 

nonlinear measures like correlation dimension and kolmogorov entropy do not perform 

very well on raw data indicating dynamical changes. In the case of post-treatment of 

vowels and continuous speech data, the conventional nonlinear measures like correlation 

dimension and kolmogorov entropy do not perform very well. These measures being 

sensitive to non-stationanty and noise contamination produce ambiguous results mainly 

due to the presence of silent blocks in trained speech. Among the conventional nonlinear 

measures maximum lyapunov exponent performs slightly better. The newly introduced 

entropy measure mainly permutation entropy shows efficiency in indicating the 

improvement in speech performance after the therapy. The robustness of this measure to 

noise contamination and non-stationarity helps this measure in effectively characterizing 

the level of improvement in speech process after therapy. PE being a bounded measure is 

more efficient in comparing different methods of therapy. 

In general the results can be summarized as follows: 

• All nonlinear measures are efficient in differentiating normal subjects from 

stuttered subjects. 

• All non linear measures show decrease in their value for stuttering subject groups 

indicating increased regularity. 

• In characterizing the level of improvement after therapy from individual 

phonemes, 

• Conventional measures of correlation dimension(D2), maxImum lyapunov 

exponent and kolmogorov entropy(K2) don't give unifonn results for the 

vowels analysed. 

• PE shows uniform results for the vowels analysed. 

• In case of post treatment the value of PE is more than the normal subjects 

which can be attributed to the existence of silent blocks during the trained 

speech. 

• Linear acoustic measures of individual phonemes VIZ., 
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• Fundamental frequency and zero crossing rate show clear difference in its 

values between vowel and stuttered subjects. 

• Percentage jitter doesn't give uniform results in all cases. 

• None of the above measures are effective in characterizing the level of 

improvement after therapy. 

• In the case of continuous speech data, all the nonlinear measures shows 

characteristic difference in its values between normal and stuttered subjects. 

• PE in characterizing the improvement after therapy from continuous speech data 

• Among the conventional nonlinear measures only the maximum lyapunov 

exponent characterisies the improvement obtained other measures of 

correlation dimension and kolmogorov entropy don't show effectiveness in 

this case. 

• The new measure of entropy, Permutation Entropy (PE) clearly characterizes 

the improvement in speech quality by the increase in its values towards 

normal. 

In general it can be concluded that in an online setup the use of PE in continuous 

speech data is recommend able for characterizing the effectiveness of various methods 

of speech therapy for stuttering. 

PE can serve as an efficient bounded quantitative measure which can be used for 

comparing the treatment efficacy of various methods of therapy. Also the robustness 

of this measure towards non-stationarity and noise contamination of the signals 

enhances its applicability as an online tool. This method can be used for direct 

application in stuttering assessment programs of any clinical setup. It can also be used 

for characterizing the speech signals on real time basis for simultaneous assessment in 

the recording stage itself. 
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For investigating the variation of PE with change in dynamics of the speech signal, 

PE of order 7 for sliding windows of 7000 samples with one sample shift is evaluated 

for the nonnal and stuttering subjects. Figure 4. 1 a shows the audio wave fonn of the 

speech signal of a nonnal subject uttering the sentence "mmlOJ(l)lo rugJJQl) n..JQJB:>anlQ11:l 

momf' Figure 4.lb shows the corresponding values of PE . Similarily, Figure 4.2a 

and 4.2b shows the audio wave fonn and PE values of a stuttering subject 

respectively for uttering the same sentence. Comparing 4.1 b and 4.2b, it can be 

observed that the variation of PE in the case of stuttering subjects occurs within a 

wider range compared to that of nonnal subjects. For the nonnal subject PE values 

varies between 0.7 and 0.74 whereas for the stuttering subjects it 0.5 to 0.65. From 

Figure 4.2b it is clear that PE values corresponding to stuttering events drops 

indicating lowered complexity. As the speech acquires fluency and voiced sounds 

become clear PE gradually increases. During the silence section between the two 

segments where only the background noise is present, PE attains values much higher 

than those of voiced region. PE values of the succeeding voiced segments comes 

down. It can be observed that PE values corresponding to stuttering segment is much 

lower than that of voiced sound and those of the silence section much higher. These 

results indicate that for stuttering subject dynamic variations are predominant. 

os 

o 

-<lS 

PE of the norm.l s u bject uttenng the .entence 

O.~~~==~~ 07~ 
O. (b) 

OS 

O'O~----~~--~~~---'~~--~~C---~~----~~----~ 1000 2000 3000 4000 5000 6000 7000 

Figure 4.1 .3 represents the audio fi le of a nonnal subject uttering a sentence 

Figure 4.1 b represents the PE of a same nonnal subject uttering a sentence 
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Audio file of subject 1 o( stuttering subject btfore treatment uttering sentence 
l r-~--~----~~--~----~~---' 
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0.7 

~ 0.6 

0.5 

PE of l ubJect I of stuttering subject uttering sentence 

0.2 0.4 0.6 0.8 1.2 1.4 1.6 1.8 2 

Figure 4.2a represents the audio file of a stuttering subject uttering a sentence 
Figure 4.2b represents the PE of a same stuttering subject uttering a sentence 

O.B 

0.7 

~ 0.6 

0.5 

AudIO file of stutlenng subject t after 2 weeks therapy 

PE of stuttering sOOjed 1 after 2 IIWekl therapy 

O'o~~~~--~--~~~~~~~~--~--~ 0.5 1.5 2 2.5 3 3.5 .4 .4.5 5 

Figure 4.3a shows the audio signal for the stuttering subjects after therapy 

Figure 4.3b shows the PE values for the same stuttering subject after therapy. 
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To investigate the effectiveness of PE in indicating the improvement in quality of 

speech, PE is evaluated for the same subject uttering the same sentence. Figure 4.3a 

show the wave form of the audio signal and figure 4.3b shows the corresponding PE 

values. It can be observed that even though there is dynamic variation as indicated by 

the varied values of PE there is a tendency towards maintaining a stable region. It 

can be inferred that the dynamics of speech signal after therapy shows a tendency of 

approaching that of a normal one and that the training provided is to control the 

stuttering by implementing slow rate and light articulation of utterances is effective 

in improving the speech quality. However from these results it is difficult to infer the 

extent of improvement. For an effective assessment of improvement of speech 

quality, quantitative information is highly essential, only such an assessment can 

bring out the difference in effectiveness of various therapy methods and also bring 

out the effectiveness of a method in different subjects. With this in mind and from the 

inference that the general range of PE values in the case of stuttering subjects is lower 

than those of normal subjects, PE of a complete speech signal is evaluated. 

This can provide better characterization of speech signals of these groups and also the 

level of improvement in the stuttering case. 

Figure. 4.4a and b shows the PE values of speech signals of subjects from both 

groups of fluent and stuttering speakers respectively. Subjects 1 to 10 corresponds to 

members of normal subjects of group 1 and subjects 11 to 20 corresponds to 

stuttering speakers of group 2. The lower value of variation of PE of stuttered 

subjects indicate lowered complexity and extensive dynamic variations of their 

speech signals. The PE values of stutterer's range between 0.55 to 0.7 and that of 

fluent speakers range between 0.63 to 0.77. 
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Figure 4.4 Evolution of PE of speech signals of 10 Nonnal and 10 

stuttering subjects. 

For evaluating the efficiency of PE in characterizing speecb signals of the above subjects, 

while uttering Malayalarn vowel sounds 1-' , IfIi and 1fJ! are subjected to PE analysis. 

PE of the complete signal com:sponds to utterances of I_ Jp and Ifl/ is evaluated. The 

total length of these signals varied between 2000 to 4000 data points for nonnal subjects 

and 2000 to 7000 data points for stutterering subjects, for vowels I_ Jp and Ifl/ . For 

any practical purpose appropriate order should be chosen for evaluation of PE. For 

vowels PE of order 5 is evaluated for the total signal. 

Figure. 4.5, 4.6, 4.7 shows PE of each of the 10 subjects in both group of stutterers and 

fluent speakers reading vowels IfIfIII , If!/. and 1fJ! . PE is calculated for three vowels for 

each of the 20 subjects ten fluent and ten stutterers by taking the whole time series as 

window size and order 5. Overall PE values are higher for nonnal subjects compared to 

the stammered subjects this again confinns that the PE of stutterered subjects are lower 
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than the fluent subjects in the case of vowels also. A few PE values of stuttering subjects 

are close to the PE values of nonnal subjects because stuttering varies from person to 

person with respect to the vowels. However PE analysis of speech signal of sentences are 

found to be more efficient in differentiating stutterred speech and fluent speech. 

0.9 I Vowel ... 

0.8 

07 v v v v 
. ~ :.~.:.:.:~ ... :¥~.~.:'f:.:.:.::.~:~ ... ~.:~~.:.~.:.~.:.:.:.: .. ':.:=.:~"?~.:.~.:"!:.::.::'l.". 

DE •• • • V V 

~ 0.5 

0.4 

0.3 

0.2 

0.1 
Mean Nonnal· ... ·•· .. 
Mean ofPWS-'-

o~~--~--~--~~--~--~--~~--~~ 
o 2 4 6 8 10 12 14 16 18 20 

Subjects Number 

Fig.4.5. PE calculated for first 10 PWS subjects(l-lO) and 
nonnal subjects(l1-20) for Vowel/rrml. 
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Fig. 4.6. PE calculated for first 10 PWS subjects(1-lO) and 
normal subjects(lI-20) for Vowel /fJP./. 
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Fig. 4.7. PE calculated for first 10 PWS subjects(1-10) and normal 
subjects(II-20) for Vowel /f{}./. 
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FigA.8 variation of average phonation number with respect to sound 
intensity for PWS and Fluent Subjects 

In order to confirm the results obtained by PE in differentiating the group of stutterers 

and fluent speakers, the average of phonation number corresponding to different sound 

intensity level for both groups are evaluated. FigureA.8 shows the average phonation 

numbers corresponding to different sound intensity levels of speech while reading the 

sentence " ~roFlJrolo rue.Jl<DJ .o...l61IDo<mlaJoroo6!'"O". A definite maximum phonation number can 

be observed at the level of approximately 27 dB in the case of non stutterers and 31 dB in 

case of stutterers. The Plot in the case of stutterers appears to be flat from 27 to 35 dB 

where as the plot for fluent subjects shows the average phonation number increasing from 

5dB to 27 dB and then decreasing. 
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Figure. 4.9, shows the PE of each of the 10 stuttering subjects before therapy and after 

two weeks therapy for uttering the sentence "@(O~ruco~o rue.ilCll) LU6lJT3orollalocooorr)". Results 

shows that there is an increase in the Total PE values calculated for the complete signal in 

the post treatment. Figure. 4.10 shows PE of each of the 10 subjects in both group of 

stutterers and fluent speakers reading the sentence "@colruco),o rue.JlCll) LU6ID30anlalOC1l06T1)"" • 

PE is calculated for reading the sentence for each of the 20 subjects ten fluent and ten 

stutterers by taking the whole time series as window size and order 7. Overall PE values 

are higher for nonnal subjects compared to the stammered subjects this again confinns 

that the PE of stutterered subjects are lower than the fluent subjects in the case of vowels 

also. A few PE values of stuttering subjects are close to the PE values of nonnal subjects 

because stuttering varies from person to person with respect to the vowels. However PE 

analysis of speech signal of sentences are found to be more efficient in differentiating 

stutterred speech and fluent speech. 

I PE for "eruvarum valiya chanqadimaranu' Before and After Treatment I 
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Fig. 4.9. PE calculated for stuttering subjects before treatment 
and after 2 weeks speech therapy 
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subj ects(11-20) for a sentence 
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CHAPTER 5 - RESULTS AND DISCUSSION ON VOCAL DISORDERS 

Two groups of samples· are used, one from healthy individuals subjects and other with 

vocal pathologies. Vocal sound signals, am I~/, and I@/ corresponding to Malayalam 

alphabets from normal as well as abnormal subjects with vocal disorders are analysed. 

The recorded audio are converted to digital signals and are subjected to analysis. In this 

chapter acoustic perturbation methods like, fundamental frequency (FO), jitter, shimmer, 

zero crossing rate(ZCR) were carried out and non linear measures like maximum 

lyapunov exponent(Amalt), correlation dimension (D2), Kolmogorov exponent(K2), and a 

new measure of entropy viz., Permutation entropy(PE) are evaluated for all two groups 

of the SUbjects. Permutation Entropy is a nonlinear complexity measure which can 

efficiently distinguish regular and complex nature of any signal and extract information 

about the change in dynamics of the process by indicating sudden change in its value. 

The results shows that nonlinear dynamical methods seem to be a suitable technique for 

voice signal analysis, due to the chaotic component of the human voice. Permutation 

entropy is well suited due to its sensitivity to uncertainties, since the pathologies are 

characterized by an increase in the signal complexity and unpredictability. Pathological 

groups have higher entropy values compared to the normal group. The results clearly 

distinguish the difference in dynamics between the two cases. 
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5.1 PATHOLOGICAL SPEECH SIGNAL ANALYSIS 

Traditionally spectrographic method which detennines the fundamental frequency [1], 

[2] and formants[3] in the acoustic signal are the most widely used analysis tool by 

physicians and speech therapist for measurement diagnosis and voice treatment. 

Eventhough this is the most essential and familiar tool for the clinical community even 

today. There are other acoustic perturbation measures which are also widely used. This 

includes Jitter[4],[5] and shimmer[4][5][6] which evaluates variation in fundamental 

frequency and amplitude and other parameters like Pitch Amplitude(PA) [4], which is the 

normalized measure of the amplitude of the pitch period peak of the residue signal 

autocorrelation function, Harmonic to Noise Ratio(HNR)[4] which is used to determine 

the voice signal noise quantity and coefficient of excess (EX) [ 4] which is a statistical 

parameter for noise quantification. 

The above mentioned conventional methods are devised based on the linear model 

assumption which considers voice production as a linear phenomena [4]. Eventhough 

these methods served the purpose of voice quality assessment to an extend there are also 

situations[4] where some of these methods could not meet the expected performance. In 

addition it is now well established that voice production is a complex mechanism 

involving a nwnber of variables associated to vocal fold biomechanics and aerodynamics 

of the larynx [ 4]. With the development of non linear dynamical analysis several research 

teams have investigated the dynamical nature of voice production mechanism. These 

investigations has proved the low dimensional nonlinear nature of this system[7-11]. 

These findings have enhanced the importance of nonlinear dynamical methods in the 

study of normal and pathologically affected voice signals. 

A variety of non linear dynamic methods has been employed for detecting and assessing 

both qualitatively and quantitatively various vocal pathologies. Such methods are also 

used in identifying and assessing other human pathologies [12-14]. Such conventional 
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nonlinear d}l1amical methods[15-25] are also employed for detecting vocal pathologies 

as well as assessing the effect of clinical treatments. 

Considering the nonlinear d}l1amical nature of speech production mechanism , VOIce 

signal acquired as a time series data can be used to reconstruct the phase space for voice 

characterisation. Important measures of phase space characteristic are invariant quantities 

like various dimensions and entropies of attractor formed in the phase space by the voice 

signal reconstruction. The attractor geometry is capable of providing a deeper 

understanding of the underlying process. Eventhough these conventional measure of 

dimension and entropy have been successfully employed for characterizing vocal signals 

they are found to go wrong in the presence of noise and in the case of short non­

stationary data series. Lately, more general measures of entropy which are found to be 

robust even in the presence of noise are being proposed. The use of entropy is becoming 

more widely accepted as the concept has been extended from deterministic continuous to 

stationary random process and discrete d}l1amical systems. Measures like approximate 

entropy[26,27] and sample entropy[28-30] are developed for over coming the drawbacks 

of conventional measure of correlation dimension and kolmogorov entropy. Other 

measure like discrete entropy[31], relative entropy[4J, permutation entropy[32-34] etc., 

are also proposed with similar aims. Permutation Entropy is a complexity measure 

suitable for regular, chaotic, noisy or real time based signals. Permutation entropy is 

efficiently even in the presence of dynamical and/or observational noise. Unlike other 

nonlinear techniques PE is easier and faster to calculate as the reconstruction of the state 

space from time series is not required .. In this work we aim at evaluating the diagnostic 

efficiencies of some of the conventional nonlinear measures like lyapunov exponent, 

correlation dimension, kolmogrov entropy as well as the newly proposed PE in 

characterizing vocal pathologies in a real time online setup. For a comparison of the 

results with traditional acoustic measures some of these conventional linear measures like 

fundamental frequency, jitter , shimmer and zero crossing rate are also evaluated. 
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5.2 METHODS 

A. Data collection 

Ten healthy individuals and ten dysphonic patients served as subjects. All dysphonic 

subjects were diagnosed with laryngitis, Pharyngitis, vocal cord thickening, 

laryngitis, tonsillitis with pharangitis, nodule in the vocal fold, paralysis, polyps, 

cancer and papilloma. Data obtained on each subjects consisted of the microphone 

signals of recorded vowels /<1WJ/, /fQ/ and /~/ of Malayalam language at self-selected 

comfortable pitch and loudness. The audio signals are converted to digital time series 

by sampling it at a nite of 11 Khz. 

B. Data Analysis 

Nonlinear measures like Correlation dimension, Maximum Lyapanov exponents and 

Kolmogrov entropy are calculated for each of the signals. Permutation entropy is also 

evaluated for each of the vocal samples. In addition conventional acoustic analysis is 

performed on the signals using zero crossing, fundamental frequency, perturbation 

methods like jitter, shimmer. 
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5.3 RESULTS AND DISCUSSION: 

fables 5.1a & 5.1 b, 5.2a & 5.2b, 5.3a & 5.3b summarises the results of the acoustic 

malysis evaluated for the recorded speech signal /rmb/, /@/ and /'/1 / for ten nonnal 

mbjects and ten abnonnal subjects. Table 5.1a and 5.1b shows the acoustic parameters of 

10nnal and pathological subjects respectively for vowel /rmb/ • Similarily Table 5.2a,b and 

5.3a,b summarises the acoustic parameters for vowels /e/ and /uJ . 

Normal Vowel "rmb" 

Time (ms) ZCross FO(Hz) %jit %shm 
SUBJECT 11 300 27 845.6 4.99 32.57 
SUBJECT 12 310 25 911.4 4.65 27.49 
SUBJECT 13 410 9 735.4 6.17 18.58 
SUBJECT 14 340 22 819.1 5.3 44.48 
SUBJECT 15 300 20 742 1.78 11.38 
SUBJECT 16 280 22 760.1 2.93 22.71 
SUBJECT 17 340 37 880.2 3.32 26.1 
SUBJECT 18 340 23 770.2 6.98 56.62 
SUBJECT 19 300 34 854 2.99 16.33 
SUBJECT 20 340 36 812 3.73 45.65 
A.verage 25.5 ± 8.5 813 4.28 ± 1.61 30.19 ± 14.56 
fable 5.la Linear acoustic parameters evaluated for vowel /rmb / for nonnal 
mbjects. 

Vocal Disorder Vowel "aJ0" 

Time 
(ms) ZCross FO(Hz) %jit %shm 

SUBJECT21 290 10 738.4 3.25 22.27 
SUBJECT22 270 

. 
2 635.3 11.61 21.48 

SUBJECT23 310 6 954.7 3.88 25.06 
SUBJECT24 310 24 822.3 10.96 51.22 
SUBJECT25 300 1 595.1 5.41 33.03 
SUBJECT26 280 5 557 11.9 28.11 
SUBJECT27 410 6 822.2 13.92 36.63 
SUBJECT28 320 16 724.5 20.68 33.12 
SUBJECT29 330 15 872.9 6.34 31.88 
SUBJECT30 390 7 697.9 39.75 40.99 
Average 9.2± 7.16 743 12.77 ± 10.86 32.3 ± 9.07 
Table 5.1b Linear acoustic parameters evaluated for vowel /rmb/ for abnonnal 
subjects. 
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Normal Vowel" m" 

Time 
(ms) ZCross FO(Hz) %jit %shm 

SUBJECTll 290 19 383.9 4.49 14.31 
SUBJECT12 270 22 331.8 3.35 14.91 
SUBJECT 13 330 4 277.1 3.86 19.42 
SUBJECT14 310 11 361.2 4.45 18.35 
SUBJECT15 300 11 286.1 2.28 11.64 
SUBJECT 16 280 9 351 1.93 12.31 
SUBJECT17 410 13 373.3 5.21 16.95 

SUBJECT18 320 21 281.9 11.95 47.17 
SUBJECT 19 330 12 353 6.62 37.6 

SUBJECT20 390 17 313.2 5.25 45.45 

Average 13.9 ± 5.72 331.25 4.94 ± 2.83 23.81 ± 13.94 

Table 5.2a Linear acoustic parameters evaluated for vowel/fjQ/ for normal subjects. 

Vocal Disorder Vowel 11 m" 

Time 
ims) ZCross FO(Hz) %iit %shm 

SUBJECT21 290 19 383.9 8.34 21.02 

SUBJECT22 270 22 331.8 4.98 41.4 

SUBJECT23 310 4 277.1 4.29 28.18 

SUBJECT24 310 11 361.2 4.35 27.24 

SUBJECT25 300 11 286.1 6.64 21.32 

SUBJECT26 280 9 351 6.42 29.46 

SUBJECT27 410 13 373.3 3.65 23.8 

SUBJECT28 320 19 337.2 8.13 28.46 

SUBJECT29 330 4 291.6 21.41 42.8 
SUBJECT30 390 9 392.2 9.42 33.55 
Average 12.1 ± 6.2 338.54 7.76±5.17 29.72 ± 7.55 

Table 5.2b Linear acoustic parameters evaluated for vowel/m/ for abnormal SUbjects. 
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Normal Vowel "~" 

Time 
(ms) ZCross FO(Hz) %jit %slun 

SUBJECTll 310 12 381.2 6.17 25.59 
SUBJECT 12 330 9 351.1 11.06 52.26 
SUBJECT 13 310 4 406.3 5.44 17.5 
SUBJECT 14 260 12 375.7 3.87 20.24 
SUBJECT15 400 6 356 24.63 31.81 
SUBJECT16 250 13 399.7 2.44 11.95 
SUBJECT 17 410 13 450 3.72 18.51 
SUBJECT18 260 13 383.8 4.07 23.87 
SUBJECT 19 280 13 383.8 3.28 20.31 
SUBJECT20 350 12 363.1 3.63 18.45 
Average 

, 
10.7± 3.26 385 6.83 ± 6.71 24.05 ± 11.24 

Table 5.3a Linear acoustic parameters evaluated for vowel /'12/ for normal sUbjects .. 

Vocal Disorder Vowellt~" 

Time 
(ms) ZCross FO(Hz) %jit %shm 

SUBJECT21 460 5 450.2 14.61 21.08 
SUBJECT22 370 1 299.1 36.38 31.76 
SUBJECT23 540 2 360.4 22.46 26.14 
SUBJECT24 500 9 540 6.84 19.61 
SUBJECT25 510 3 443.8 3.53 18.47 
SUBJECT26 360 4 295.1 8.35 36.99 
SUBJECT27 750 10 364.4 12.15 36.04 
SUBJECT28 390 6 434 7.89 21.41 
SUBJECT29 380 2 286.7 11.5 30.34 
SUBJECT30 350 6 515 8.76 51.87 
Average 4.8± 3.01 398 13.25± 9.62 29.37 ± 10.39 

Table 5.3b Linear acoustic parameters evaluated for vowel /~/ for abnormal subjects. 

The fundamental frequency FO from Table 5.1 a and b shows that the average value of FO 

of vowel /crJWJ/ is lower for the pathological subjects compared to the normal subjects. 

Average FO for normal subject group is found to be 813Hz whereas for the pathological 
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group it is fOWld to be 743Hz. From Table 5.2a and b it can be inferred that average FO 

of vowel /tt!2./ is similar in both groups. In the case of vowel /~/ the mean value of FO is 

higher for the pathological subject group. Table 5.3a and b shows value of FO for nonnal 

subject group is 385Hz whereas it is 398Hz for pathological group. 

The higher value of FO for all the vowels for pathological groups compared to the nonnal 

groups can be attributed as the healthy group have a more defined period[22]. It can also 

be due to the variability of the parameters for the dysphonic groups due physiological 

difference between the pathologies occurring and hence the alterations in system 

dynamics can lead to much different voice signals [22] 

Percentage jitter for vowel /crmJ/ and /~/ is higher for the pathological group compared to 

the nonnal group. Table 5.1 a, 5.l b and Table 5.3a, 5.3b shows that the value of 

percentage of jitter for pathological group is 12 and 13 whereas for the nonnal group it is 

4 and 6. Table 5.2a and 5.2b shows that the percentage Jitter for vowel /tt!2./ is also higher 

for the pathological group but, the difference is not very prominent. Even in the case of 

percentage shimmer, there is increase for the pathological group however, the difference 

between the two groups is not very wide. 

Results of analysis using Zero crossing rate done on the above signals were found to be 

in accordance with the percentage jitter. Zero crossing rate of vowel /crmJ/ and /~/ showed 

significant lowering in the pathological groups compared to that of nonnal group. In the 

case of vowel /tt!2./ also there is a lowering eventhough it is not as observed in the case of 

other two vowels. The overall value of zero crossing rate calculated for the whole signal 

is higher for nonnal subjects compared to the abnonnal subjects for all the vowels /crmJ/ , 

/tt!2./ and /~/. The number of times the signal crossing the base line is more in the case of 

nonnal as the signal appears more periodic whereas the abnonnal signals are aperiodic 

and hence the lower value of zero crossing. The overall value of the jitter Le., cycle-to­

cycle change of frequencies values is lower for the nonnal subjects compared to the 

abnonnal subjects but there is not much change for the shimmer value (cycle-to-cycle 

change in amplitudes) of nonnal and abnonnal subjects. These results do not clearly 
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differentiate the nonnal and pathological sUbjects. Hence we go in for nonlinear analysis 

for characterizing the healthy pathological subjects. 

Tables 5.4a, 5.4b, 5.5a, 5.5b, 5.6a, 5.6b summarises the results of the nonlinear analysis 

of recorded speech signal /(fJflJ/, /@/ and /tt2/ for ten nonnal subjects and ten pathological 

subjects. The fIrst, second and third coloumns shows maximum lyapnov exponent( Am ... ) , 

correlation dimension(D2) , Kolmogrov entropy(K2) . The data length of the signals 

varies between 7614 and 31701 for vowel /ermI, 7050 and 28049 for vowel/'@./ and 

between 7896 and 33442 for vowel /tt2/ • 

Normal Vowel "tma" 

Lyap_spec D2 K2 rrotal PE 
(Amax) 

SUBJECT 11 0.069 2.46 0.03 0.72 

SUBJECT 12 0.072 2.34 0.02 0.70 

SUBJECT 13 0.052 2.55 0.09 0.71 

SUBJECT 14 0.059 2.34 0.03 0.66 

SUBJECT 15 0.052 2.26 0.02 0.60 

SUBJECT 16 0.05 2.19 0.01 0.66 

SUBJECT 17 0.072 2.33 0.11 0.72 

SUBJECT 18 0.051 2.38 0.02 0.67 

SUBJECT 19 0.034 2.05 0.02 0.61 

SUBJECT 20 0.108 1.55 0.03 0.65 

Average 0.0619 2.25 0.04 0.67 

Table 5.4a Nonlinear parameters evaluated for vowel /rrrro/ 
for nonnal subjects 

137 



Vocal Vowel "am" 
Disorder 

Lyap_spec D2 K2 rrotal PE 

( A.max ) 

2.12 0.029 0.69 
SUBJECT 21 0.223 

SUBJECT 22 0.124 2.72 0.018 0.72 

SUBJECT 23 0.057 2.54 0.045 0.59 

SUBJECT 24 0.061 2.04 0.022 0.90 

SUBJECT 25 1.251 5.91 0.023 0.73 

SUBJECT 26 0.048 1.51 0.032 0.78 

SUBJECT 27 0.06 3.03 0.028 0.78 

SUBJECT 28 0.078 4.12 0.026 0.88 

SUBJECT 29 0.069 3.24 0.023 0.78 

SUBJECT 30 0.255 4.11 0.009 0.77 

Average 0.223 3.13 0.025 0.76 

Table 5.4b Nonlinear parameters evaluated for vowel lema/ 
for abnormal subjects 

Normal Vowel .. ~?" 

Lyap_spec !fotal PE 

( A.max ) 
D2 K2 

SUBJECT 11 0.179 1.43 0.02 0.73 

SUBJECT 12 0.026 1.22 0.017 0.76 

SUBJECT 13 0.038 1.54 0.094 0.79 

SUBJECT 14 0.033 1.57 0.034 0.80 

SUBJECT 15 0.017 2.65 0.025 0.68 

SUBJECT 16 0.025 2.45 0.094 0.61 

SUBJECT 17 0.014 1.93 0.023 0.84 

SUBJECT 18 0.003 1.33 0.038 0.77 

SUBJECT 19 0.086 2.05 0.027 0.77 

SUBJECT 20 0.03 2.54 0.065 0.82 

Average 0.451 1.87 0.032 0.76 

Table 5.5a Nonlinear parameters evaluated for vowel /gQI for 
normal subjects 
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lVocal Vowel"@2" 
Disorder 

Lyap_spec rrotal PE 

(f"rnax) 
D2 K2 

SUBJECT 21 ~.074 2.84 0.03 0.83 

SUBJECT 22 0.987 4.19 0.012 0.77 

SUBJECT 23 0.962 3.05 0.026 0.72 

SUBJECT 24 0.946 1.31 0.017 0.94 

SUBJECT 25 0.084 2.71 0.015 0.63 

SUBJECT 26 0.049 4.89 0.015 0.88 

SUBJECT 27 0.368 1.83 0.028 0.72 

SUBJECT 28 0.782 2.66 0.002 0.94 

SUBJECT 29 0.057 2.37 0.007 0.90 

SUBJECT 30 0.015 2.89 0.005 0.77 

Average 0.432 2.87 0.016 0.81 

Table 5.5b Nonlinear parameters evaluated for vowel /'i:Q/ for 
abnonnal subj ects 

Normal Vowel"@" 

Lyap_spec Total PE 

(A) D2 K2 

Subiect 11 0.034 2.46 0.032 0.50 

SUBJECT 12 0.054 2.48 0.024 0.47 

SUBJECT 13 0.023 2.76 0.074 0.46 

SUBJECT 14 0.051 2.34 0.045 0.46 

SUBJECT 15 0.023 2.24 0.058 0.38 

SUBJECT 16 0.027 2.35 0.036 0.44 

SUBJECT 17 0.016 2.42 0.030 0.50 

SUBJECT 18 0.032 2.42 0.020 0.56 

SUBJECT 19 0.044 2.26 0.006 0.44 

SUBJECT 20 0.033 2.35 0.033 0.50 

Average 0.0337 2.41 0.02 0.47 

Table 5.6a Nonlinear parameters evaluated for vowel /@/ for 
nonnal subjects 
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Vocal Vowel "~" 
Disorder 

Lyap_spec 
D2 K2 Total PE (A.) 

SUBJECT 21 0.098 3.05 0.026 0.73 

SUBJECT 22 0.052 2.59 0.029 0.73 

SUBJECT 23 0.081 2.48 0.015 0.67 

SUBJECT 24 0.014 0.82 0.022 0.90 

SUBJECT 25 1.074 3.12 0.016 0.59 

SUBJECT 26 0.252 4.08 0.015 0.86 

SUBJECT 27 0.074 1.42 0.022 0.67 

SUBJECT 28 0.252 3.01 0.002 0.91 

SUBJECT 29 0.075 2.78 0.007 0.80 

SUBJECT 30 0.024 3.13 0.005 0.77 

IAverage 0.20 2.65 0.016 0.76 

Table 5.6b Nonlinear parameters evaluated for vowel /~/ 
for abnormal subjects 

For vowel / rrm/ the mean value of maximum lyapunov exponent of the pathological 

subjects shows a higher value compared to the normal subjects indicating increased 

irregularity in the vocal signals of these SUbjects. Similar increase is found in the case of 

correlation dimension, kolmogrov entropy, mean PE , single PE. For vowel /@ / and /@./ 

also the nonlinear parameters are found to be higher for the pathological group. The 

increase in these nonlinear quatitative measures points towards the increased nonlinearity 

induced by the vocal pathology [24]. 

In the case of vowel /@/ the results of the non linear measures gives contradictory 

implication. Even though the mean value of lyapanov exponent and correlation 

dimension shows slight increase in their values for the pathological subject group, the 

kolmogrov entropy shows a reduction in value for the pathological subject group 

compared the nonnal group. The Total PE also indicates increased irregularity in the 

case of pathological group compared to that of the normal. The contradictory results can 

be attributed to the effect of noise contamination and short data length of the signals. The 
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sensitiveness of conventional parameters like correlation dimension and kolmogorov 

entropy are well established and proved in the case of various biological signals. PE is a 

robust measure suitable for shon noisy real time signals [32] its effectiveness is 

established by various groups [12-14).The results of our analysis also shows that PE is 

robust to noisy and nonstatiooarity and is efficient in characterizing pathological signals 

from raw data. These results reinforces the effectiveness of PE in characterizing the 

dynamical difference between normal and pathological subject groups even in the 

presence of noise and with small data sets. 

For visual representation of the difference of dynamics between the vocal signals of the 

of nonnaJ and pathological groups the evolution of PE of moving windows of 512 

samples is shown in 5.1a, 5.lb, 5.2a, 5.2b and 5.3a, 5.3b. Fig.5. la and b, 5.20 and b and 

5.3a and b represents the variation of PE for letters ".","'f!l", "'@"respectively. Nonnal 

subjects are represented by green, abnonnal subjects are represented by red. Results of 

the analysis clearly indicate that PE values of normal subjects are lower than that of 

abnormal cases. 

10 Normal subjects 

01 

D~~~~~2~~3~-J. 
OMI points I 104 

Fig. 5.1 a Fig. 5.1 b 

Figure 5.1 : Variation of PE for vowel I"; for nonnaJ and pathological subjects 
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Figure. 5.1 a shows variation of PE of speech signals of ten Normal subjects and Figure. 

5.1b show that of Vocal disorder subjects for the audio signal recorded while uttering the 

vowels laml. PE of order 5 is calculated for sliding window of length 512 samples for 

these signals. The variation in PE values of normal speakers for reading the vowel laml lie 

in range of 0.6 - 0.9 on an average whereas overall range of PE value for that of vocal 

disorder subjects range between 0.7 - 0.9. There is general increase of complexity in the 

signals of pathological subjects compared to that of the fluent speakers. This clearly 

brings out the increased irregularity of pathological speech. The result confirms that the 

pathological subject dynamics exhibits increased complexity when compared to that of 

fluent speech signals [45]. Table 5.7 shows the mean and standard deviation(SD) of PE 

shown in figure. 5.1 a and 5.1 b. and mean of subjects(1 to 10) ranging from 0.50 to 0.86 

and that of normal subj ects(ll to 20) ranging from 0.02 to 0.78. The average PE of the 

pathological subjects is 0.71 and that of the normal subjects is 0.53 .. The mean value of 

PE is higher for pathological subjects compared to the fluent subjects. The larger 

standard deviation of subjects in the pathological group indicates the wider dynamical 

variation in this group compared to that of normals. 

Vowel '~' 
SI.No Vocal Mean Std Normal Mean Std 

Disorder Male 
Sub.iects 

1 Subiect 1 0.65 0.09 Subject 11 0.62 0.04 
2 Subject 2 0.69 0.05 Subject 12 0.68 0.03 
3 Subject 3 0.50 0.17 Subject 13 0.02 0.02 
4 Subject 4 0.86 0.04 Subject 14 0.73 0.05 
5 Subject 5 0.70 0.09 Subject 15 0.78 0.04 
6 Subject 6 0.72 0.13 Subject 16 0.74 0.05 
7 Subject 7 0.75 0.06 Subject 17 0.66 0.03 
8 Subject 8 0.81 0.06 Subiect 18 0.15 0.06 
9 Subject 9 0.71 0.09 Subject 19 0.15 0.03 
10 Subject 10 0.74 0.06 Subject 20 0.73 0.04 

Average 0.71 0.08 Avera2e 0.53 0.04 
Table 5.7 shows the mean and standard deviation of PE for vowel laml 
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Figure 5.2: Variation of PE for vowel /f[/ for DOrmal and pathological subjects 

Figure. 5.2a shows variation of PE of speech signals of 10 Normal subjects and Figure. 

5.2b show that of Vocal disorder subjects for the audio signal recorded while uttering the 

vowels If!!!. PE of order 5 is calculated for non overlapping window of length 512 

samples for these signals. The variation in PE values of nonnal speakers for the vowel 

If[/ lie in range of 0.4 - 0.8 on an average whereas overall range of PE value for that of 

vocal disorder subjects range between 0.6 - 0.9. There is general increase of complexity 

in the signals of pathological subjects compared to that of the fluent speakers. The result 

confinns that the Pathological subject dynamics exhibits increased complexity when 

compared to !hat of fluent speech signals [45]. Table 5.8 shows the mean and standard 

deviation(SD) of PE shown in figure. 6.5. and 6.5b. and mean of subjects(1 to 10) 

ranging from 0.59 to 0.88 and that of normal subjects(11 to 20) ranging from 0.58 to 

0.79. The average mean PE of the pathological subjects is 0.77 and that of the normal 

subjects is 0.67. 
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Vowel 'm' 
SI.No Vocal Mean Std Normal MeaD Std 

Disorder Male . 
Subjects 

I Subject I 0.78 0.06 Subject 11 0.85 0.05 
2 Subject 2 0.73 0.06 Subject 12 0.83 0.04 
3 Subject 3 0.68 0.09 Subject 13 0.78 0.03 
4 Subject 4 0.88 0.03 Subject 14 0.71 0.11 
5 Subject 5 0.59 0.10 Subject 15 0.89 0.04 
6 Subject 6 0.80 0.08 Subject 16 0.86 0.03 
7 Subject 7 0.68 0.09 SUbject 17 0.82 0.03 
8 Subject 8 0.88 0.02 Subject 18 0.70 0.Q2 
9 Subject 9 0.81 0.04 Subject 19 0.60 0.03 
10 Subject 10 0.85 0.03 Subject 20 0.50 0.03 

Average 0.77 0.06 Average 0.75 0.04 

Table 5.8 shows the mean and standard deviation of PE for vowel /f!!/ 

10 Normal subject' 10 voce! di,otdef subtec1S 

Oall points 

Fig. 5.3 a Fig. 5.3 b 

Figure 5.3: Variation of PE for vowel/fl for nonnal and pathological subjects 
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Figure. 5.3a shows variation of PE of speech signals of 10 Normal subjects and Figure. 

5.3b show that of Vocal disorder subjects for the audio signal recorded while uttering the 

vowels /@j. PE of order 5 is calculated for non overlapping window of length 512 samples 

for these signals. The variation in PE values of normal speakers for reading the vowel/@./ 

lie in range of 0.4 - 0.8 on an average whereas overall range of PE value for that of vocal 

disorder subjects range between 0.6 - 0.9. There is general increase of complexity in the 

signals of pathological subjects compared to that of the fluent speakers. This clearly 

brings out the increased irregularity of pathological speech. The result confirms that the 

Pathological subject dynamics exhibits increased complexity when compared to that of 

fluent speech signals [45]. Table 5.8a and 5.8b shows the mean and standard 

deviation(SD) of PE shown in figure. 5.6a and 5.6b. and mean of subjects(l to 10) 

ranging from 0.55 to 0.86 and that of normal subjects(11 to 20) ranging from 0.41 to 

0.63. The average mean PE of the pathological subjects is 0.69 and that of the normal 

subjects is 0.52. 

Vowel '~' 
SI.No Vocal Mean Std Normal Mean Std 

Disorder Male 
Subjects 

1 Subject 1 0.46 0.05 Subject 11 0.46 0.12 
2 Subject 2 0.47 0.12 Subject 12 0.40 0.12 
3 Subiect 3 0.41 0.12 Subject 13 0.47 0.06 
4 Subject 4 0.48 0.06 Subject 14 -.63 0.03 
5 Subiect 5 0.54 0.04 Subject 15 0.55 0.09 
6 Subject 6 0.63 0.03 Subject 16 0.47 0.08 
7 Subject 7 0.08 0.55 Subject 17 0.68 0.09 
8 Subject 8 0.55 0.09 Subject 18 0.61 0.14 
9 Subject 9 0.59 0.21 Subject 19 0.81 0.16 
10 Subject 10 0.53 0.12 Subject 20 0.55 0.05 

Average 0.47 0.14 Average 0.44 0.09 
Table 5.9 shows the mean and standard deviation of PE for vowel/@./ 

Figure 5.4, 5.5 and 5.6 shows PE of each of the ten subjects in both group of abnormal 

and normal subjects reading vowel hm/, /@./ and /@/. PE is calculated for three vowels for 

each of the 20 subjects 10 abnormal and 10 normal by taking the whole time series as 
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window size and order 5. Overall PE values are higher for abnormal subjects compared to 

the normal subjects which again confirms that the PE of normal subjects is lower than the 

abnormal subj ects. 

:R- Abnormal 

09 \7 Normal 

0.8 . _. _. _. _ . _ . -It -R-. _ lr a... _ . _. _. _. _. _. _. _ . _. _ .. 

07 
"It fl· \7 \l \l 

. 'It \l .. ··· .. · .... ·· ...... · .. · .... · .. · .. · .................. · .. · .. · .. · .... · .. ·· ........ v .... · .. ·V· .. ·· .. ·v .. · .. · .. ·;;,; .. · . 

O~ * \l \l 

~ 0.5 

0.4 

0.3 

0.2 

0.1 

0 
0 2 4 

Mean PE abnormal - . -
Mean PE normal ......... I Vowel la nl 

6 8 10 12 14 16 18 20 
Subjects 

Figure 5.4. PE calculated for first 10 Abnormal subjects(1-10) 
and normal subjects(11-20) for Vowel!crml 

:R' Abnormal 

0.95 " Normal 

09 I Vowel/et I @? 

0.85 

~ 0.8 ------------------------------
:R- R \7 \l 

0.75 
... ... ...... ...... \l. . 

'It :R' \7 

0.7 

Mean PE abnormal - - - \7 

0.65 Mean PE normal ......... 
R 

0 2 4 6 8 10 12 14 16 18 20 
Subjects 

Figure 5.5. PE calculated for first 10 Abnormal subjects(1-lO) 
and normal subjects{l1-20) for Vowel!'i!2.! 

146 



w 
D-

0.9 

0.8 

.. "." ..... 
* * 07 

* 
06 

* 

* 

I * Abnormal I 
V Normal 

1 Vowel, "I 

" 
0.5 V" ' 
------------------~~~---------

" " 0.4 Mean PE abnormal········· 
Mean PE normal 

o 2 4 6 8 10 12 14 16 18 20 
Subjects 

Figure 5,6. PE calculated for first 10 Abnormal subjects(l-lO) 
and normal subjects(11-20) for Vowel/fj21 

The results of the analysis indicate that irrespective of the gender as well as pathological 

condition PE values are higher for abnormal cases. There is increased irregularity in 

pathological group compared to the normal group. The higher values of PE of 

pathological subjects indicate that with abnormalities in voice signals, irregularities in 

speech signals increases'. This reinforces the concept of presence of bifurcations leading 

to chaos in signals of vocal disorders. 

From these results it is clear that PE is effective in characterizing the amount of disorder 

in the vocal pathologies, This characteristic of PE can be made useful in the preliminary 

investigation of vocal disorders in clinical applications. This can be used as a tool by the 

clinicians during follow-ups for identifying and evaluating the effect of any treatment 

given to the patients, At every level of treatment the PE data can be stored in the data 

bank of the patients and can be compared to the PE data before starting the treatment. 

This may also give first hand information in diagnosis about the level of disorder in pre 

and post treatment conditions. Hence it can be concluded that PE can be used as a real 

time indicator in deciding the final strategy of treatment in vocal pathological cases. 
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CHAPTER 6 - SUMMARY, CONCLUSIONS AND FUTURE 

DIRECTIONS 

Medical fields require fast, simple and noninvasive methods of diagnostic techniques. 

Several methods are available because of the growth of technology. To understand the 

complexity of voice signals, new methods of analysis have been developed, such as 

nonlinear dynamics aiming at the exploration of voice signals dynamic nature. The 

work presented in this thesis focuses on characterization of healthy and pathological 

voice signals with the aid of modem nonlinear methods like maximum Lyapunov 

exponent, correlation dimension, kolmogorov entropy and a fast and robust entropy 

measure Permutation Entropy (PE). Nonlinear dynamical methods seem to be a 

suitable technique for voice signal analysis. Among the nonlinear parameters 

investigated lyapunov exponent and PE show relatively better performance in 

characterizing the difference in dynamics between normal and abnormal speech 

signal. 

The results of acoustic as well as nonlinear analysis on individual vowels and 

continuous speech data indicate the efficiency of nonlinear measures in characterizing 

the change in dynamics of stuttered speech after a specific period of speech therapy. 

Conventional nonlinear measures like correlation dimension and kolmogorov entropy 

do not perform very well on raw data indicating dynamical changes. In the case of 

post-treatment of vowels and continuous speech data, the conventional nonlinear 

measures like Correlation dimension (D2) and Kolmogorov entropy (K2) do not 

perform very well. These measures being sensitive to non-stationarity and noise 

contamination produce ambiguous results mainly due to the presence of silent blocks 

in trained speech of stuttering subjects. Among the conventional nonlinear measures 

maximum lyapunov exponent performs slightly better. The newly introduced entropy 

measure mainly permutation entropy shows efficiency in indicating the improvement 

in speech performance after the therapy. The robustness of this measure to noise 
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contamination and non-stationarity helps this measure in effectively characterizing the 

level of improvement in speech process after therapy. PE being a bounded measure is 

more efficient in comparing different methods of therapy. 

The specific ability of nonlinear parameters in characterizing the difference in 

dynamics is evident in the results of analysis on vocal pathologies also. Among the 

nonlinear parameters max lyapunov exp and PE are better indicators of the increased 

dynamical complexity of pathological voice signals. The simplicity and speed of 

computation of PE enhances its suitability for application in on line evaluation setup. 

Robustness of this measure towards noise and non-stationarity add to its efficiency in 

characterizing the dynamical difference between normal and pathological, fluent and 

disfluent speech signals. 

The versatile and invariant properties of Permutation Entropy (PE) helped us to meet 

our aims listed below 

1. To compare and analyse VOIce signals using traditional perturbation and 

nonlinear dynamics time series methods for stutterers and vocal disorder 

subjects. 

2. To Characterise stutterred signals from fluent signals. 

3. To estimate the efficacy of speech therapy rendered to stuttered subjects. 

4. To Characterise Pathological signals from healthy signals. 

6.1 SUMMARY AND CONCLUSION 

This thesis presents an analysis of speech signals of different groups of subjects viz., 

subjects with stuttering, normal subjects and subjects with vocal fold pathologies. 

Voice signal analysis is carried out using traditional acoustic analysis methods as well 

as nonlinear time series analysis methods. The results of our analysis helped in 

distinguishing fluent speech from stuttered speech and the abnormal speech subjects 

with vocal pathologies from that of normal subjects. The results brings out the 

effectiveness of nonlinear methods compared to the perturbation methods in 

characterizing different voice signals . These results suggest that nonlinear analysis 

method can be beneficial in classifying pathological and disfluent speech signal. The 

appropriateness of PE for characterizing vocal signals on line clinical setup is also 

clearly revealed. 
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To summarise the achievements 

1. Application of PE For detection of dynamical change in speech process is 

carried out. 

2. Lower values of PE indicates the presence of repeated blocks of phonemes in 

speech signal of stuttering subjects. 

3. Results are used for judgement of patient performance before and after speech 

therapy sessions in case of stuttering subjects. This helps in assessing the 

amount of improvement before and after treatment 

4. PE effectively characterize vocal pathologies also. 

5. PE values corresponding to abnormal voice is higher indicating increase in 

irregularity. Increase in PE indicates an increase in irregularity. 

6. PE gives reliable results in the presence of noise. 

7. Calculation time for PE for window size 512 samples of order 5 is less than 

nanoseconds. 

8. Results obtained using PE analysis is compared with the existing acoustic 

measures of Jitter, Shimmer, Zero crossing, and fundamental frequency FO. 

6.2 FUTURE SCOPE 

In this thesis we have presented the result of our analysis of different speech signals 

of stutterers as well as subjects with vocal disorders. With an aim of characterizing 

these signals. The results of speech signal analysis using conventional perturbation 

analysis and non linear time series analysis methods are compared for assessing their 

applicability in an online evaluation setup. However, this work is still an initial study 

of the subject. Further work along this line can help in modifying and perfecting the 

approach of PE for online evaluation application. Also further work in investigating 

the dynamical changes introduced by pathologies in comparision with that of normal 

voice production will help in better diagnosis thereby increasing the efficiency of 

treatment modalities. Such methods if combined with the existing analysis tools will 

help in better classification and early diagnosis of different types of vocal disorders. 

Such approach will certainly improve the assessment efficiency of existing methods 

in detennining the changes in improvement in speech quality rendered by different 

therapy methods. 
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Also the effectiveness of PE for various different pathological conditions can be 

investigated. The efficiency of other predictability measures can be investigated for a 

better understanding of the relation of pathologies with the complexity of the voice 

signals. Furthermore the interconnection between brain dynamics and stuttering is a 

potential field to be investigated. This can shed light into dynamics/dynamical 

changes of stuttered speech production. 
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