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Chapter 1

INTRODUCTION

1.1 Summary of the Thesis

Many of the practical problems that occur in Physics, Chemistry, Engineering Sciences,

Economic etc. lead to problems of solving linear operator equations or computing

singular values or spectral values of linear operators. And many of the operators that

arise in this way are unbounded. Functional Analysis plays a pivotal role in supplying

tools for attacking these problems. An attempt is made in this thesis to concentrate

on the solutions of operator equations and approximation numbers (generalizations

of singular values) of linear operators. Naturally, the operators in consideration are

unbounded.

Though there are effective techniques and efficient algorithms for the analysis and

computation of solutions of operator equations, there are still plenty of equations whose

actual solutions defy all computational endeavors. In respect of those cases, the obvious

interest is to make approximations of the actual solutions.

One of the goals of Numerical Functional Analysis is to investigate the problem of

approximating solutions of operator equations. Much significant work has been done in

this direction by many eminent mathematicians for equations involving special types
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of operators such as Toeplitz operators, differential operators and integral operators.

The basics of computing approximate solutions of equations involving certain kinds of

bounded operators can be seen in [2], [4], [7] and [9].

The present study focuses on developing a general theory on approximate solutions

of unbounded operator equations, in arbitrary Hilbert spaces. The treatment is entirely

different from that of bounded operators. The usual convergence may not be expected

in the case of unbounded operators. A variant of the classical notion of resolvent

convergence is used for the approximation.

Yet another area the present study focuses is to discuss certain approximation

numbers of unbounded operators. Approximation numbers are generalizations of the

classical singular values (of compact operators). If A is a compact operator on a

Hilbert space H , the A∗A is a compact self-adjoint (in fact, positive) operator. Let

λ1 ≥ λ2 ≥ λ3 ≥ · · · be the sequence of (non-zero) eigen values of (A ∗A)1/2 (counting

multiplicity). sk(A) = λk is the kth singular value of A . It is true that [8] sk(A) =

inf{‖A−F‖/F ∈ B(H) , rank F ≤ k− 1} , where B(H) denotes the class of bounded

operators on H . The same definition works for bounded operators as well. In the gen-

eral setting, sk(A) are called approximation numbers. Inspired with this, several other

approximation number are introduced for bounded operators by many mathematicians.

The notion of approximation numbers was further extended to unbounded operators

of M.N.N. Nammboodiri and A.V. Chithra [14]. One among them is the relative

approximation numbers. And a few other similar approximation numbers have been

introduced in this study.

The thesis consists of four chapters. In addition to the summary of the thesis,

the basic definitions and results used in the subsequent chapters are delineated, in

chapter 1.

Chapter 2 is devoted to the study of approximation methods for unbounded

self-adjoint operators. The (triangular) connection between resolvent convergence,

4



applicability and stability has been established. The role of stability is significant in

the theory of approximation methods for unbounded operators as much as for bounded

operators. This chapter concludes with a discussion on the finite section method.

In chapter 3, the trunction method for unbounded matrices is analyzed. Some of the

results established in the previous chapter are applied here to investigate the resolvent

convergence of the truncations to the original matrix. Also, an attempt is made to

discuss unbounded Toeplitz matrices.

In chapter 4, a few relative approximation numbers of unbounded operators are

introduced and their properties are discussed. As a final result it has been proved that

the τ ∗ - numbers of an unbounded operator A which is bounded relative to a closed

operator T can be approximated by the τ ∗ - numbers of its truncations.

1.2 Banach and Hilbert Spaces

Definition 1.2.1. Let X be a vector space over K , where K is the field R of real

numbers or the field C of complex numbers. A norm on X is a function ‖ ·‖ : X → R

satisfying the following:

(i) ‖x‖ ≥ 0 for all x ∈ X and ‖x‖ = 0 if and only if x = 0 .

(ii) ‖αx‖ = |α|‖x‖ for all x ∈ X and α ∈ K .

(iii) ||x+ y|| ≤ ||x|| + ||y|| for all x, y ∈ X .

A vector space with a norm defined on it is called a normed space.

Let X be a normed space. d(x, y) = ||x− y|| defines a metric on X . Thus, every

normed space is a metric space. If X is complete with respect to this metric, then X

is called a Banach space.
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Definition 1.2.2. Let X be a vector spaces over K(= R or C) . An inner product on

X is a function 〈, 〉 : X ×X → K satisfying the following:

(i) 〈x, x〉 ≥ 0 for all x ∈ X and 〈x, x〉 = 0 if and only if x = 0 .

(ii) 〈x, y〉 = 〈y, x〉 for all x, y ∈ X , where the bar denotes complex conjugation.

(iii) 〈αx, y〉 = α〈x, y〉 for all x, y ∈ X,α ∈ K .

(iv) 〈x+ y, z〉 = 〈x, z〉 + 〈y, z〉 for all x, y, z ∈ X

A vector space with an inner product defined on it is called an inner product space.

Let X be an inner product space. For x ∈ X , define ‖x‖ = 〈x, x〉1/2 . Then ‖ ‖
is a norm on X . Thus, every inner product space is a normed space. If X is complete,

we call it a Hilbert space. We use the letter H to denote a Hilbert space.

Definition 1.2.3. Let X1 and X2 be Banach spaces over K . A function A : X1 → X2

satisfying A(x + y) = Ax + Ay and A(αx) = αAx for all x, y ∈ X and α ∈ K is

called a linear operator. A is said to be bounded if there exist a real number c < ∞
such that ‖Ax‖ ≤ c‖x‖ for all x ∈ X .

Let A be a bounded operator. The norm of A is defined as ‖A‖ = sup{‖Ax‖/x ∈
X1, ‖x‖ ≤ 1} and is called the operator norm.

The set of all bounded operators: X1 → X2 is denoted by B(X1, X2) . It is true that

B(X1, X2) is a normed space in the operator norm and is a Banach space if X2 is a Ba-

nach space. B(X,X) is denoted by B(X) . For A ∈ B(X1, X2), R(A) = {Ax/x ∈ X1}
is called the range of A and N(A) = {x ∈ X1/Ax = 0} is called the null space of A .

Definition 1.2.4. Let A ∈ B(H1, H2) , where H1 and H2 are Hilbert spaces. There

is a unique operator A∗ ∈ B(H2, H1) satisfying 〈Ax , y〉 = 〈x ,A∗y〉 for all x ∈ H1 and

y ∈ H2 . A∗ is called the adjoint of A .

For A,B ∈ B(H1, H2), (αA + βB)∗ = αA∗ + βB∗ for α, β ∈ K, (A∗)∗ = A, ‖A∗‖ =

‖A‖ and ‖A∗A‖ = ‖A‖2 . If H1 = H2, (AB)∗ = B∗A∗ .
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A ∈ B(H) is said to the self-adjoint if A∗ = A .

Definition 1.2.5. P ∈ B(H) is said to be an orthogonal projection if P 2 = P and

P ∗ = P . By a projection we always mean a (bounded) orthogonal projection.

Definition 1.2.6. Let X be an inner product space. Let x, y ∈ X . x is said to be

orthogonal to y if 〈x, y〉 = 0 . Two subsets E and F of X are said to be orthogonal

to each other if 〈x, y〉 = 0 for every x ∈ E and y ∈ F . In this case we write E⊥F .

Let S ⊆ X . The orthogonal complement of S , denoted by S⊥ , is defined as

S⊥ = {y ∈ X/〈y, x〉 = 0 for all x ∈ S} .

S ⊆ X is said to be an orthonormal set if for all x, y ∈ S ,

〈x, y〉 =




0 if x �= y

1 if x = y.

An orthonormal set S in a Hilbert space H is said to be an orthnormal basis for H

if 〈x, u〉 = 0 for all u ∈ S implies x = 0 . It is true that an orthonormal set S is

an orthonormal basis for H if and only if span S is dense in H . Also, it is true that

every non zero Hilbert space has an orthonormal basis.

A metric space is said to be separable if it has a countable dense subset. A Hilbert

space H has a countable orthonormal basis if and only if it is separable.

Theorem 1.2.7. (Gram-Schmidt orthonormalization).

Let {x1, x2, x3, . . .} be a linearly independent set in an inner product space X . Then

there exists an orthonormal set {u1, u2, u3, . . .} in X such that span {u1, u2, . . . , un} =

span {x1, x2, . . . , xn} for every n . �

Theorem 1.2.8. Let {uα} be an orthonormal basis for H . Let x ∈ H . Then

(i) {uα/〈x, uα〉 �= 0} is countable.

(ii) x =
∞∑

n=1
〈x, un〉 un , where {u1, u2, . . .} = {uα/〈x, uα〉 �= 0} .

7



(iii) ‖x‖2 =
∞∑

n=1
|〈x, un〉|2 , where {u1, u2, . . .} = {uα/〈x, uα〉 �= 0} .

(ii) is called the Fourier expansion of x and (iii) is the Parseval’s formula. �

Finally, we state two fundamental theorems.

Theorem 1.2.9. (The Uniform Boundedness Theorem)

Let X be a Banach space and Y a normed space. Let {Tn} be a non-empty set of

bounded operators: X → Y such that {Tnx} is a bounded set in Y for every x ∈ X .

Then there exists c < ∞ such that ‖Tn‖ ≤ c for every n . �

Before we state the other theorem, let us define what is called the graph of an

operator.

Let T : X → Y . The graph of T , denoted by Γ(T ) is defined as Γ(T ) =

{(x, Tx)/x ∈ X} .

Theorem 1.2.10. (The Closed Graph Theorem)

Let X and Y be Banach spaces and T : X → Y be linear. If the graph of T is

closed in X × Y , then T ∈ B(X,Y ) . �

1.3 Filtrations

Definition 1.3.1. [1]

Let H be a Hilbert space. A sequence (H1, H2, H3, . . .) of finite dimensional sub-

spaces of H is said to be a filtration of H if Hn ⊆ Hn+1 for every n and ∪nHn = H .

The bar denotes closure.

It is easy to note that every Hilbert space H with a countable orthonormal basis

has a filtration. If {u1, u2, u3, . . .} is an orthonormal basis for H , we can take Hn =

span {u1, u2, . . . , un}, n = 1, 2, 3, . . . The converse is also true.
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Proposition 1.3.2. Every Hilbert space H with a filtration has a countable orthonor-

mal basis.

Proof. Let (H1, H2, H3, . . .) be a filtration of H so that H1 ⊆ H2 ⊆ H3 ⊆ . . . and

∪Hn = H , where each Hn is a finite dimensional subspace of H . Find a linearly

independent set {x1, x2, x3, . . .} in H such that {x1, x2, . . . , xi1} is a basis for H1

{x1, x2, . . . , xi1 , xi1+1, . . . , xi2} is a basis for H2 and so on.

By Gram-Schmidt orthonormalization process, we get an orthonormal set {u1, u2, u3, . . .}
such that span {u1, u2, u3, . . . , ur} = span {x1, x2, x3, . . . , xr}, r = 1, 2, 3, . . .

Now, span {u1, u2, u3, . . .} = ∪Hn .

Therefore, span{u1, u2, u3, . . .} = ∪Hn = H .

Hence, {u1, u2, u3, . . .} is a countable orthonormal basis for H . �

Remark 1.3.3. A Hilbert space H has a countable orthonormal basis if and only if

H is separable. Hence we have the result:

A Hilbert space H has a filtration if and only if it is separable.

By a projection on H we mean an orthogonal projection.

Proposition 1.3.4. Let (Hn) be a filtration of a Hilbert space H . Let Pn be the

projection on H with range Hn , for n = 1, 2, 3, . . . . Then Pn → I strongly, where I

is the identity operator.

Proof. For x ∈ H, x =
∞∑

r=1
〈x, ur〉ur , where {ur} is the orthonormal basis for H , as

in the proof of proposition 1.3.2.

Now Pnx =
in∑

r=1
〈x, ur〉ur → x as n → ∞ . �
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1.4 Unbounded Operators

Definition 1.4.1. Let H be a Hilbert space. Consider a linear operator A : D(A) →
H , where D(A) (called the domain of A) is a subspace of H . R(A) = {Ax/x ∈ D(A)}
is called the range of A and N(A) = {x ∈ D(A)/Ax = 0} is called the null space of

A . A is said to be bounded if there exists c < ∞ such that ‖Ax‖ ≤ c‖x‖ for every

x ∈ D(A) . If no such ‘ c ’ exists, A is said to be unbounded. If D(A) is dense in H,

we say that A is densely defined. We say that A is an operator on H if D(A) = H

and A is an operator in H if D(A) ⊆ H .

The graph of A , denoted by Γ(A) , is a subspace of H × H defined by Γ(A) =

{(x,Ax )/x ∈ D(A)} .

H ×H is a Hilbert space with the inner product 〈x, y〉 = 〈x1, y1〉 + 〈x2, y2〉 , where

x = (x1, x2) and y = (y1, y2) .

If Γ(A) is closed in H × H , we say that A is a closed operator. Equivalently, A

is closed if and only if xn → x (xn ∈ D(A)) and Axn → y in H imply x ∈ D(A)

and y = Ax .

Let A and B be linear operators in H . B is said to be an extension of A if

D(A) ⊆ D(B) and Ax = Bx for every x ∈ D(A) . Equivalently, B is an extension of

A if and only if Γ(A) ⊆ Γ(B) . A is said to be closable if A has a closed extension.

Let A be closable. The smallest closed extension of A is called the closure of A

and is denoted by A .

Now we define the adjoint of an unbounded operator. In order that the adjoint

operator T ∗ of a linear operator T exists, T must be densely defined.

Definition 1.4.2. Let A be a densely defined linear operator in H . Let D∗ = {y ∈H /

there exists a z ∈ H satisfying 〈Ax , y〉 = 〈x , z 〉 for all x ∈ D(A)} . For y ∈ D∗ ,

define A∗y = z . A∗ is a linear operator in H with domain D∗ , and is called the

adjoint of A .
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A∗ is a closed operator. If A∗ is an extension of A (that is, if D(A) ⊆ D(A∗) and

Ax = A∗x for all x ∈ D(A)) , A is called a symmetric operator. Equivalently, A is

symmetric if and only if 〈Ax , y〉 = 〈x,Ay〉 for all x, y ∈ D(A) .

A is called self-adjoint if A = A∗ . Thus, A is self-adjoint if and only if A is

symmetric and D(A) = D(A∗) .

For a closable operator A , Γ(Ā) = Γ(A) . It is true that every self-adjoint operator

is closed and every symmetric operator is closable.

A symmetric operator A is said to be essentially self-adjoint if its closure Ā is

self-adjoint.

If a closed linear operator A is defined on all of a Hilbert space H , then it is

bounded, by the closed graph Theorem. Thus, an unbounded closed operator A can

not be defined on all of H ; its domain D(A) can only be a dense subspace of H .

Definition 1.4.3. An operator A in H is said to be invertible if A is a bijection of

D(A) onto H and A−1 ∈ B(H) .

Remark 1.4.4. (i) Every bounded operator is closed. Thus B(H) ⊆ C(H) , where

B(H) denotes the set of all bounded operators on H and C(H) denotes the set

of all closed operators in H .

(ii) Every invertible operator is closed. For a proof, let A be invertible in H . Let

(xn) be a sequence in D(A) such that xn → x and Axn → y in H . Then,

A−1Axn → A−1y . That is, xn → A−1y . Hence x = A−1y or Ax = y . Hence

A is closed.

Definition 1.4.5. Let A be a closed operator in a complex Hilbert space H . The

resolvent set ρ(A) of A is defined as

ρ(A) = {λ ∈ C/λI − A is invertible }.

Thus, λ ∈ ρ(A) if and only if λI − A is a bijection of D(A) onto H and (λI −
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A)−1 ∈ B(H) . Here I denotes the identity operator on H . For λ ∈ ρ(A) , put

Rλ(A) = (λI − A)−1 . Rλ(A) is called the resolvent of A at λ .

The (set theoretic) complement of the resolvent set ρ(A) of A is called the spectrum

of A , and is denoted by σ(A) .

Thus, σ(A) = {λ ∈ C/λI − A is not invertible } .

λ is said to be an eigenvalue of A if there is an x �= 0 in H such that Ax = λx .

The set of all eigenvalues of A , denoted by e(A) , is called the eigenspectrum of A .

Thus, e(A) = {λ ∈ C/λI − A is not injective } .

We also define a(A) as follows: λ ∈ a(A) if and only if there is a sequence (xn) in

H with ‖xn‖ = 1 for all n such that ‖(λI −A)xn‖ = ‖λxn − Axn‖ → 0 as n → ∞ .

a(A) is called the approximate eigenspectrum of A .

We have the following inclusion relation:

e(A) ⊆ a(A) ⊆ σ(A). (1.1)

Theorem 1.4.6. [16] Let A be a closed densely-defined linear operator in a complex

Hilbert space H . Then ρ(A) is an open subset of C on which the resolvent is an

analytic operator-valued function. Furthermore, {Rλ(A)/λ ∈ ρ(A)} is a commuting

family of bounded operators satisfying

Rλ(A) −Rµ(A) = (µ− λ)Rµ(A)Rλ(A). (1.2)

(1.2) is called the resolvent equation. �

Proposition 1.4.7. [10] Let A be self-adjoint and λ ∈ C \ R . Then λI − A has a

bounded inverse and

‖Rλ(A)‖ = ‖(λI − A)−1‖ ≤ |Imλ|−1 . (1.3)

Proof.

λI − A = (Reλ)I + i(Imλ)I − A

= B + i(Imλ)I , where B = (Reλ)I − A.
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As A is self-adjoint, B is self-adjoint.

For x ∈ D(A), (λI − A)x = Bx + i(Im λ)x .

Therefore,

‖(λI − A)x‖2 = 〈(λI − A)x, (λI − A)x〉
= 〈Bx + i(Imλ)x ,Bx + i(Imλ)x 〉
= ‖Bx‖2 + i(Imλ)〈x ,Bx 〉 − i(Imλ)〈Bx , x 〉 + ‖i(Imλ)x‖2

= ‖Bx‖2 + |Imλ|2‖x‖2 , since 〈x ,Bx 〉 = 〈Bx , x 〉, as B is self-adjoint .

Hence, |Imλ|2‖x‖2 ≤ ‖(λI − A)x‖2 for every x ∈ D(A) , which implies, ‖x‖ ≤
|Im λ|−1‖(λI − A)x‖ for every x ∈ D(A) .

For y ∈ R(A) , put x = (λI − A)−1y .

Then we get, ‖(λI − A)−1y‖ ≤ |Imλ|−1‖y‖ , which gives the desired result. �

Theorem 1.4.8. [16] Let A be a symmetric operator in a Hilbert space H . Then

the following are equivalent:

(a) A is self-adjoint

(b) A is closed and N(A∗ ± iI) = {0}

(c) R(A± iI) = H .

Theorem 1.4.9. [16] Let A be a symmetric operator in a Hilbert space H . Then

the following are equivalent:

(a) A is essentially self-adjoint

(b) N(A∗ ± iI) = {0}

(c) R(A± iI) are dense in H .
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1.5 Unitary Groups of Operators

Let A be a bounded self-adjoint operator on H . Then we can define eitA(t ∈ R) , by

the power series which converges in norm:

eitA =
∞∑

n=0

(it)nAn

n!
. (1.4)

For an unbounded self-adjoint operator A , eitA can be defined using functional

calculus or projection-valued measures.

First we state the multiplication operator form of the spectral theorem.

Theorem 1.5.1. [16, Theorem VIII. 4]

Let A be a self-adjoint operator in a separable Hilbert space H with domain D(A) .

Then there is a measure space (M, µ) with µ a finite measure, a unitary operator

U : H → L2(M, dµ) and a real-valued function f on M which is finite a.e. so that

(a) ψ ∈ D(A) if and only if f(·)(Uψ)(·) ∈ L2(M,dµ)

(b) If ϕ ∈ U(D(A)) , then (UAU−1ϕ)(m) = f(m)ϕ(m) for m ∈ M . �

Using the U and f in the above Theorem, we can define functions of a self-adjoint

operator [16, p.261–262].

Let h be a bounded Borel function on R . If A is a self-adjoint operator in H , we

can define h(A) by

h(A) = U−1Th(f)U, (1.5)

where Th(f) is the operator on L2(M,dµ) which acts by multiplication by the function

h(f(m)) .

Definition 1.5.2. For a measurable set Ω ⊆ R , let PΩ be the operator χΩ(A) , where

χΩ is the characteristic function of Ω . The family of operators {PΩ} has the following

properties:
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(a) Each PΩ is an orthogonal projection.

(b) Pφ = 0;P(−∞,∞) = I.

(c) If Ω =
∞⋃

n=1
Ωn with Ωn ∩ Ωm = φ for n �= m , then

N∑
n=1

PΩn converges to PΩ

strongly as N → ∞ .

(d) PΩ1PΩ2 = PΩ1∩Ω2 .

Such a family is called a projection-valued measure.

Now we state the projection-valued measure form of the spectral theorem.

Theorem 1.5.3. [16, Theorem VIII. 6] There is a one-to-one correspondence between

self-adjoint operators A and projection-valued measures {PΩ} on H , the correspon-

dence being given by

A =

∞∫
−∞

λdPλ (1.6)

in the sense that

〈x,Ay〉 =

∞∫
−∞

λd〈x ,Pλy〉. (1.7)

�

If {PΩ} is a projection-valued measure, then for any x ∈ H, 〈x, PΩx〉 is a Borel

measure on R , which is denoted by d〈x, Pλx〉 . The complex measure d〈x, Pλy〉 is

defined by polarization:

4d〈x, Pλy〉 = d〈x+ y, Pλ(x+ y)〉 − d〈x− y, Pλ(x− y)〉
+ id〈x+ iy ,Pλ(x + iy)〉 − id〈x − iy ,Pλ(x − iy)〉. (1.8)

For a bounded Borel function h , we define h(A) =
∞∫

−∞
h(λ)dPλ .

That is,

〈x, h(A)y〉 =

∞∫
−∞

h(λ)d〈x, Pλ(y)〉. (1.9)
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This definition of h(A) coincides with the h(A) given by (1.5). h(A) will be self-

adjoint if h is real-valued.

For t ∈ R , take h(λ) = eitλ . Then eitA is given by h(A) . Thus

eitA =

∞∫
−∞

eitλdPλ (1.10)

or

〈x, eitAy〉 =

∞∫
−∞

eitλd〈x, Pλ(y)〉.

Theorem 1.5.4. [16, Theorem VIII . 7] Let A be self-adjoint. Define U(t) = eitA .

Then U(t) is a strongly continuous one-parameter unitary group, in the sense that

(a) For each t ∈ R, U(t) is a unitary operator and U(t + s) = U(t)U(s) for all

t, s ∈ R .

(b) If x ∈ H and t → to , then U(t)x → U(to)x . �

The converse of the above theorem is also true and is known as Stone’s Theorem.

1.6 Resolvent Convergence

In this section we introduce the notion of resolvent convergence of unbounded self-

adjoint operators. The spectrum of a self-adjoint operator A is contained in R .

So, for any λ ∈ C \ R, Rλ(A) = (λI − A)−1 ∈ B(H) and ‖Rλ(A)‖ ≤ |Imλ|−1 , by

proposition 1.4.7.

Definition 1.6.1. [16] Let An(n = 1, 2, 3, . . .) and A be self-adjoint operators. Then

we say that An → A in the norm resolvent sense if

‖Rλ(An) −Rλ(A)‖ → 0 for all λ ∈ C \ R. (1.11)
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And we say that An → A in the strong resolvent sense if

Rλ(An) → Rλ(A) strongly for all λ ∈ C \ R.

That is, if

Rλ(An)y → Rλ(A)y for all λ ∈ C \ R and for all y ∈ H. (1.12)

Strong (norm) resolvent convergence is the right generalization of strong (norm) con-

vergence of bounded operators.

To prove resolvent convergence one need not show convergence of the resolvents for

all λ ∈ C \ R . It is enough if one shows the convergence for some λ◦ ∈ C \ R .

Theorem 1.6.2. [16, Theorem VIII .19]

Let An(n = 1, 2, 3, . . .) and A be self-adjoint operators and λ0 ∈ C \ R .

(a) If ‖Rλ0(An) −Rλ0(A)‖ → 0 , then An → A in the norm resolvent sense.

(b) If Rλ0(An)y → Rλ0(A)y for all y ∈ H , then An → A in the strong resolvent

sense. �

Theorem 1.6.3. [16, Theorem VIII. 20] Let An(n = 1, 2, 3, . . .) and A be self-adjoint

operators.

(a) If An → A in the norm resolvent sense and f is a continuous function on R

vanishing at ∞ , then ‖f(An) − f(A)‖ → 0 .

(b) If An → A in the strong resolvent sense and f is a bounded continuous function

on R , then f(An) → f(A) strongly. �

The following result is due to Trotter.

Theorem 1.6.4. [16, Theorem VIII. 21] Let An(n = 1, 2, 3, . . .) and A be self-adjoint

operators. Then An → A in the strong resolvent sense if and only if eitAn → eitA

strongly for each t ∈ R . �
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Finally we state the Trotter-Kato Theorem.

Theorem 1.6.5. [16, Theorem VIII. 22]

Let (An) be a sequence of self-adjoint operators. Suppose there exist points λ0 in

the upper half-plane and µ0 in the lower half-plane such that Rλ0(An)x and Rµ0(An)x

converge for each x ∈ H . Suppose further that one of the limiting operators, Tλ0 or

Tµ0 , has a dense range. Then there exists a self-adjoint operator A such that An → A

in the strong resolvent sense. �

1.7 Relative Boundedness

In this section we introduce the notion of relative boundedness of operators in Hilbert

spaces. We follow [10] for the definition of relative boundedness.

Let T and A be operators in a Hilbert space H such that D(T ) ⊆ D(A) and

‖Ax‖ ≤ a‖x‖ + b‖Tx‖ for all x ∈ D(T ) , where a and b are non-negative constants.

Then we say that A is relatively bounded with respect to T or simply T -bounded.

The infemum b0 of all possible ‘ b ’ is called the relative bound of A with respect to

T or simply the T -bound of A .

We present two examples here.

(a) [10, Chapter IV, Example 1.6]

Let H = L2(a, b) , where (a, b) is a finite interval. Define T in H by Tu = −u ′′ ,

with domain

D(T ) = {u ∈ H/u′ is absolutely continuous on (a, b) and u′′ ∈ L2(a, b)}.

And define A in H by Au = u ′ , with domain

D(A) = {u ∈ H/u is absolutely continuous on (a, b) and u′ ∈ L2(a, b)}.

Then A is T -bounded with T -bound 0.
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Here u′ and u′′ are the first and second derivatives of u .

(b) [10, Chapter IV, Example 1.10]

Let H = L2(a, b) .

Let D = {u ∈ H/u′, u′′ ∈ H} .

Let T and A be second order ordinary differential operators, defined by

Tu = p0u
′′ + p1u

′ + p2u

and

Au = q0u
′′ + q1u

′ + q2u,

with D(T ) = D(A) = D , where p0, p1, p2, q0, q1 and q2 are real-valued, p′′
0, q

′′
0 ,

p′
1, q

′
1, p0 and q0 are continuous on [a, b] .

Then, A is T -bounded. �

Also we define relative compactness. Let T and A be operators in H with D(T ) ⊆
D(A) . A is said to be T -compact if for any sequence (xn) ⊆ D(T ) with both (xn)

and (Txn) bounded, (Axn) contains a convergent subsequence.

A is said to be T -degenerate if A is T -bounded and R(A) is finite-dimensional.

It can be easily proved [10] that

(a) If A is bounded, then A is T -bounded.

(b) If A is T -compact, then A is T -bounded.

(c) If A is T -degenerate, then A is T -compact.

1.8 Infinite Matrices

Let (ej) be the standard orthonormal basis for l2 . ej = (0, 0, . . . 0, 1, 0, 0, . . .) , where

1 occurs in the jth place and all other entries are 0. let A be a linear operator in l2
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such that ej ∈ D(A) for all j . The infinite matrix (aj,k)j,k∈N , where aj,k = 〈Aek , ej 〉 ,

is the matrix associated with A (corresponding to the orthonormal basis (ej) ). If

ej ∈ D(A∗) for all j , then, (αj,k)j,k∈N , where αj,k = ak,j , is the matrix associated

with A∗ . Here A∗ denote the adjoint operator of A .

Conversely, every infinite matrix (aj,k)j,k∈N represents a linear operator A in l2 .

Formally, for x = (xj) in D(A),Ax is given by Ax = y , where y = (yj) with

yj =
∞∑

k=1
aj,kxk .

The domain of A is given by

D(A) = {x = (xj) ∈ l2/ yj =
∞∑

k=1

aj,kxk is convergent for every j and y = (yj) ∈ l2}.

A is called Hermitian if aj,k = ak,j for all j, k . We call A self-adjoint if A defines a

self-adjoint operator in l2 . A is called symmetric if A defines a symmetric operator.

If A is self-adjoint, then A , as a matrix, is Hermitian. Thus, for self-adjoint A ,

aj,k = ak,j .

We say that A is bounded if A defines a bounded operator on l2 . A is said to

be unbounded if A is not bounded. If A is bounded, then A (as an operator) is

self-adjoint if and only if A (as a matrix) is Hermition.

Toeplitz Matrices

An infinite matrix of the form

A =




a0 a−1 a−2 · · ·
a1 a0 a−1 · · ·
a2 a1 a0 · · ·
...

...
... · · ·



, where the an are (1.13)

complex numbers, is called a Toeplitz matrix.

Theorem 1.8.1. [2, Theorem 1.9]
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The Toeplitz matrix (1.13) generates a bounded operator on l2 if and only if there is

a function a ∈ L∞(T) whose sequence of Fourier coefficients is the sequence (an)n∈Z .

Here T denotes the unit circle {z ∈ C/|z| = 1} . L∞(T) denotes the Banach space

of essentially bounded functions on T . The Fourier coefficients an(n ∈ Z) are defined

by

an =
1
2π

2π∫
0

a(eiθ)e−inθdθ. (1.14)

�

1.9 Approximation Methods for Bounded

Operators

Let H be a separable Hilbert space and A be a bounded operator on H . Let (Hn)

be a filtration of H . Let Pn be the orthogonal projection on H with range Hn . Then

Pn → I strongly, where I is the identity operator.

Definition 1.9.1. [9, Definition 1.1] A sequence (An) of operators with An ∈ B(Hn)

is an approximation method for A ∈ B(H) if AnPn converges strongly to A as

n → ∞ .

Definition 1.9.2. [9, Definition 1.2] The approximation method (An) for A is appli-

cable if for every y ∈ H , there exists n0 such that the equations

Anxn = Pny (n = 1, 2, 3, . . .)

possess unique solutions xn for every n ≥ n0 and if these solutions converge in norm

to a solution of the equation

Ax = y .

Definition 1.9.3. [9, Definition 1.3]
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A sequence (An) of operators with An ∈ B(Hn) is stable if there exists a pos-

itive integer n0 such that the operators An are invertible for every n ≥ n0 and

sup
n≥n0

‖A−1
n Pn‖ < ∞ .

Theorem 1.9.4. (Polski)[9, Theorem 1.4.]

Let (An) with An ∈ B(Hn) be an approximation method for the operator A ∈
B(H) . This method is applicable if and only if A is invertible and the sequence (An)

is stable. �

Remark 1.9.5. From the above theorem we remark that if A is invertible, then (An)

is an applicable method for A if and only if (An) is stable.

1.10 Approximation Numbers of Bounded

Operators

Let H and H ′ be Hilbert spaces and A ∈ B(H,H ′) , where B(H,H ′) denotes the

Banach space of all bounded operators: H → H ′ . The kth approximation number

sk(A) is defined by

sk(A) = inf{‖A− F‖/F ∈ B(H,H ′), rank F ≤ k − 1}. (1.15)

It is clear from (1.15) that

s1(A) = ‖A‖ (1.16)

and

s1(A) ≥ s2(A) ≥ · · · (1.17)

Also, it can be shown that

lim
k→∞

sk(A) = ‖A‖ess., (1.18)

where ‖A‖ess. is the essential norm of A , given by

‖A‖ess. = inf{‖A−K‖}/K ∈ K(H,H ′)}. (1.19)
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K(H,H ′) denotes the space of compact operators: H → H ′

A proof of (1.18) for H ′ = H is given in [8, Theorem 10.1].

Let H and H ′ be separable. Let {u1, u2, u3, . . .} and {v1, v2, v3, . . .} be orthonor-

mal bases for H and H ′ respectively. For n = 1, 2, 3, . . . , let Hn = span {u1, u2, . . . , un}
and H ′

n = span {v1, v1, . . . vn} ; let Pn be the orthogonal projection on H with range

Hn and Qn be the orthogonal projection on H ′ with range H ′
n . For A ∈ B(H,H ′) ,

define An = QnAPn/Hn . Then An ∈ B(Hn, H
′
n) . Now

sk(An) = inf{‖An − Fn‖/F ∈ B(Hn, H
′
n), rank Fn ≤ k − 1}. (1.20)

Theorem 1.10.1. [3, Theorem 1.1.]

lim
n→∞

sk(An) = sk(A). (1.21)

The above result is proved in [3] for the case H = H ′ . The same proof applies even

when H and H ′ are different Hilbert spaces. �
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Chapter 2

APPROXIMATION METHODS FOR

UNBOUNDED SELF-ADJOINT

OPERATORS

In this chapter, an attempt is made to develop a general theory on approximation

methods for unbounded self-adjoint operators acting in arbitrary Hilbert spaces. We

use the classical notion of resolvent convergence for the approximation.

2.1 Introduction

Let H be an infinite dimensional separable Hilbert space with inner product 〈, 〉 and

A be a densely defined linear operator in H . Let D(A) denote the domain of A .

Suppose A is invertible. That is, A : D(A) → H is a bijection and A−1 ∈ B(H) ,

where B(H) denotes the class of bounded operators on H . Then A is uniquely

solvable, in the sense that, for every y ∈ H , the equation

Ax = y (2.1)

has a unique solution x ∈ H .

24



If A is not invertible but onto, then, for each y ∈ H the equation (2.1) has a

solution, which need not be unique.

Supplementing tools for the computation of the solution x of (2.1) is one of the

fundamental problems in Functional Analysis. Computation of the exact solution x

is a challenging task and, in fact, may not be possible in many cases. We will be

interested in finding approximate solutions of (2.1) in those cases.

Thus, the problem is reduced to finding a sequence of ‘uniquely solvable’ operators

An defined on certain (finite dimensional) subspaces Dn of D(A) such that (An)

converges to A in some sense, and a sequence (yn) in H with yn ∈ R(An) , the range

of An , such that (yn) converges to y in H satisfying the following:

if xn is the unique solution of the equation

Anxn = yn (n = 1, 2, 3, . . .), (2.2)

then, (xn) converges in H to the unique solution x of (2.1).

By a uniquely solvable operator, we mean an operator T such that for every y in

the co-domain of T , the equation Tx = y has a unique solution x in the domain of

T . Thus, T is uniquely solvable if and only if T is invertible.

Here, An are operators on finite dimensional spaces. So, computation of the unique

solutions xn of (2.2) is not a difficult task in this age of computing.

A is unbounded in general. So, it may not be possible to define convergence in the

usual sense. But there are other notions of convergence such as resolvent convergence,

generalized convergence, etc.
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Thus, the tasks before us are:

1. To find a sequence (An) of operators such that An → A in some sense, and

2. To see whether (xn) converges to x in H .

Let us now define an approximation method for an unbounded operator:

Definition 2.1.1. Let A be a densely-defined linear operator in an infinite dimensional

separable Hilbert space H . A sequence (An) , where An is an operator defined on

certain finite dimensional subspace Dn of D(A) , such that An → A in some sense is

called an approximating sequence or an approximation method for A .

2.2 Resolvent Convergence w.r.t. Filtrations

Our main objective in this chapter is to discuss approximating sequences for unbounded

self-adjoint operators. It may not be possible to define convergence in the usual sense

for unbounded operators. There are other notions of convergence among unbounded

operators. Resolvent convergences are the most familier ones among self-adjoint (un-

bounded) operators. Let us recall the definition of strong resolvent convergence.

By an operator we mean a linear operator.

Definition 2.2.1. Let A , An (n = 1, 2, 3, . . .) be self-adjoint operators in a Hilbert

space H . (An) is said to converge to A in the strong resolvent sense if Rλ(An) →
Rλ(A) strongly for every λ ∈ C \ R . That is, if

Rλ(An)y → Rλ(A)y for every y ∈ H and λ ∈ C \ R . (2.3)
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Here Rλ(A) is the resolvent of A :

Rλ(A) = (λI − A)−1,

where I is the identity operator on H .

In the above definition the operators An are defined on dense subspaces of H and

Rλ(An) ∈ B(H) , the class of bounded linear operators on H . But, in our case, the

An are defined on certain finite dimensional subspaces of H and hence Rλ(An) too

are bounded operators on finite dimensional spaces.

So, we need to slightly modify the definition of resolvent convergence to satisfy our

needs. First we recall the definition of a filtration:

A filtration of a separable Hilbert space H is a sequence (H1, H2, . . .) of finite

dimensional subspaces of H with Hn ⊆ Hn+1 for every n such that
⋃
n

Hn = H . The

bar denotes closure.

Now we define resolvent convergence with respect to a filtration.

Definition 2.2.2. Let A be a self-adjoint operator in H . Let (Hn) be a filtration

of H . For n = 1, 2, 3, . . . , let An be a self-adjoint operator on Hn and let Pn be

the orthogonal projection on H with range Hn . We say that An → A in the strong

resolvent sense if Rλ(An)Pn → Rλ(A) strongly for every λ ∈ C \ R . That is, if

Rλ(An)Pny → Rλ(A)y for every y ∈ H and for every λ ∈ C \ R . (2.4)

For each n, AnPn is an operator: H → Hn . As Hn is a subspace of H,AnPn can

be considered as an operator on H . Being an operator on the finite dimensional space

Hn , An is bounded. Hence AnPn is bounded.

Moreover AnPn is self-adjoint. Self-adjointness can be verified directly.
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Let x, y ∈ H .

Being a finite dimensional space, Hn is closed. Therefore, H = Hn ⊕ H⊥
n , where

H⊥
n denotes the orthogonal complement of Hn in H .

Thus, x and y can be uniquely expressed in the form x = x1 +x2 and y = y1 +y2 ,

where x1, y1 ∈ Hn and x2, y2 ∈ H⊥
n .

Then Pnx = x1 and Pny = y1 .

Therefore,

〈AnPnx, y〉 = 〈Anx1, y〉 = 〈Anx1, y1 + y2〉 = 〈Anx1, y1〉 + 〈Anx1, y2〉. (2.5)

Now Anx1 ∈ Hn as An is an operator: Hn → Hn and y2 ∈ H⊥
n .

So 〈Anx1, y2〉 = 0 .

Hence (2.5) implies that

〈AnPnx, y〉 = 〈Anx1, y1〉. (2.6)

And

〈x,AnPny〉 = 〈x,Any1〉

= 〈x1 + x2, Any1〉

= 〈x1, Any1〉 + 〈x2, Any1〉. (2.7)

Now x2 ∈ H⊥
n and Any1 ∈ Hn .

So 〈x2, Any1〉 = 0 .

Hence (2.7) implies that

〈x,AnPny〉 = 〈x1, Any1〉. (2.8)
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But 〈Anx1, y1〉 = 〈x1, Any1〉 as An is self-adjoint on Hn .

Therefore, from (2.6) and (2.8) we get

〈AnPnx, y〉 = 〈x,AnPny〉 for every x, y ∈ H (2.9)

and AnPn is self-adjoint. �

Thus, with respect to a filtration (Hn) of H and a sequence (An) of self-adjoint

operators with An ∈ B(Hn) , we get a sequence (AnPn) of self-adjoint operators on H .

So we can speak of resolvent convergences of the sequence (AnPn) in the usual sense.

This resolvent convergence and the resolvent convergence we defined in Definition 2.2.3

are in fact one and the same. We prove this in the following proposition.

Proposition 2.2.3. Let A be a (densely-defined) self-adjoint operator in H and (Hn)

be a filtration of H . For n = 1, 2, 3, . . . , let An be a self-adjoint operator on Hn and

Pn be the projection on H with range Hn . Then An → A in the strong resolvent

sense if and only if AnPn → A in the strong resolvent sense.

Proof: Let y ∈ H and λ ∈ C \ R .

Let I denote the identity operator on H and In denote the identity operator

on Hn .

Consider

Rλ(AnPn) −Rλ(An)Pn = (λI − AnPn)−1 − (λIn − An)−1Pn

= (λI − AnPn)−1{I − (λI − AnPn)(λIn − An)−1Pn}.

Therefore,

{Rλ(AnPn)−Rλ(An)Pn}(y) = (λI−AnPn)−1{y−(λI−AnPn)(λIn−An)−1Pny}. (2.10)
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Now Pny ∈ Hn and so (λIn − An)−1Pny ∈ Hn .

For z ∈ Hn ,

Pnz = z and Iz = Inz. (2.11)

Put z = (λIn − An)−1Pny ∈ Hn . (2.10) implies

{Rλ(AnPn) −Rλ(An)Pn}(y) = (λI − AnPn)−1{y − (λI − AnPn)z}

= (λI − AnPn)−1{y − (λIn − An)z}, by (2.11)

= (λI − AnPn)−1{y − (λIn − An)(λIn − An)−1Pny}

= (λI − AnPn)−1{y − Pny}. (2.12)

Hence

‖Rλ(AnPn)y −Rλ(An)Pny‖ ≤ ‖(λI − AnPn)−1‖‖y − Pny‖

≤ |Im(λ)|−1|‖y − Pny‖, by 1.3

→ 0 as n → ∞, since Pny → y.

Hence Rλ(An)Pny → Rλ(A)y if and only if Rλ(AnPn)y → Rλ(A)y and the result

is proved. �

Remark 2.2.4. In order to prove strong resolvent convergence one need not show the

convergence for all λ ∈ C \ R . One need to show the convergence only for some

λ0 ∈ C \ R .

This is evident from proposition 2.2.3 and Theorem 1.6.2(b).

Using proposition 2.2.3, Theorem 1.6.5 can be restated as follows:

Theorem 2.2.5. Let (Hn) be a filtration of H . For n = 1, 2, 3, . . . , let An be a self-

adjoint operator on Hn and Pn be the (orthogonal) projection on H with range Hn .
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Suppose there exist points λ◦ in the upper half-plane and µ◦ in the lower half-plane

such that Rλ◦(AnPn)x and Rµ◦(AnPn)x converge for each x ∈ H . Suppose further

that one of the limiting operators, Tλ◦ or Tµ◦ , has a dense range. Then there exists a

self-adjoint operator A in H such that An → A in the strong resolvent sense.

Combining Theorem 1.6.4 and Proposition 2.2.3 we get the following result:

Theorem 2.2.6. Let A be a self-adjoint operator in H and An be a self-adjoint

operator on Hn , n = 1, 2, 3, . . . , where (Hn) is a filtration of H . Then An → A in

the strong resolvent sense if and only if eitAnPn → eitA strongly for each t ∈ R , where

Pn is the orthogonal projection on H with range Hn , n = 1, 2, 3, . . .

Proof: (AnPn) is a sequence of self-adjoint operators on H . By Proposition 2.2.3,

An → A in the strong resolvent sense if and only if AnPn → A in the strong resolvent

sense.

But, AnPn → A in the strong resolvent sense if and only if eitAnPn → eitA strongly

for each t ∈ R , by Theorem 1.6.4. Hence the proof. �

Lemma 2.2.7. Under the assumptions of Theorem 2.2.6., eitAnPn(x) → eitA(x) for

all x ∈ H if and only if eitAn(x) → eitA(x) for all x ∈ ∪Hn .

Proof: Assume that eitAnPn(x) → eitA(x) for all x ∈ H .

AnPn and An are bounded self-adjoint operators on H and Hn respectively.

Now

eitAnPn =
∞∑

k=0

(it)k(AnPn)k

k!
(2.13)

and

eitAn =
∞∑

k=0

(it)kAk
n

k!
. (2.14)

31



For x ∈ Hn , Pnx = x and AnPnx = Anx .

Now

(AnPn)2x = AnPnAnPnx = AnPn(Anx)

= An(Anx) as Anx ∈ Hn

= A2
nx.

Similarly, (AnPn)3x = A3
nx and so on.

In general, (AnPn)kx = Ak
nx , k = 1, 2, 3, . . . and is trivial for k = 0 .

Therefore, from (2.13) and (2.14) we get,

eitAnPn(x) = eitAn(x) for all x ∈ Hn . (2.15)

Now, let x ∈ ∪Hn .

Then x ∈ Hn0 for some n0 .

So, x ∈ Hn for all n ≥ n0 as Hn ⊆ Hn+1 for every n .

Hence, by (2.15), eitAnPn(x) = eitAn(x) for all n ≥ n0 .

So,

lim
n→∞

eitAn(x) = lim
n→∞

eitAnPn(x)

= eitA(x), by our assumption.

Thus, eitAn(x) → eitA(x) for all x ∈ ∪Hn .

Conversely, assume that eitAn(x) → eitA(x) for all x ∈ ∪Hn .

Let y ∈ H and ε > 0 .

Since ∪Hn is dense in H , there exists x ∈ ∪Hn such that

‖y − x‖ < ε

3
. (2.16)
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By assumption, eitAn(x) → eitA(x) .

Therefore, there exists a positive integer n1 such that

‖eitAn(x) − eitA(x)‖ < ε

3
for all n ≥ n1 . (2.17)

As x ∈ ∪Hn , x ∈ Hn2 for some n2 .

Then,

x ∈ Hn for all n ≥ n2 .

So,

eitAnPn(x) = eitAn(x) for all n ≥ n2. (2.18)

Let n0 = max{n1, n2} and n ≥ n0 .

Then,

‖eitAnPn(y) − eitA(y)‖ ≤ ‖eitAnPn(y) − eitAnPn(x)‖

+ ‖eitAnPn(x) − eitAn(x)‖

+ ‖eitAn(x) − eitA(x)‖

+ ‖eitA(x) − eitA(y)‖

< ‖eitAnPn‖‖y − x‖ + 0 +
ε

3

+ ‖eitA‖‖x− y‖, by (2.18) and (2.17)

<
ε

3
+
ε

3
+
ε

3
, from (2.17), as ‖eitAn‖ = 1 = ‖eitA‖

= ε.

Hence eitAnPn(y) → eitA(y) . �

Using this lemma, we can restate Theorem 2.2.6 as follows:

33



Theorem 2.2.8. Let An be a self-adjoint operator on Hn for each n = 1, 2, 3, . . . ,

where (Hn) is a filtration of H and let A be a self-adjoint operator in H . Then,

An → A in the strong resolvent sense if and only if eitAn(x) → eitA(x) for every

x ∈ ∪Hn and for every t ∈ R . �

Theorem 2.2.9. Let Hn be a filtration of H . For n = 1, 2, 3, . . . , let An be self-

adjoint on Hn and let A be a self-adjoint operator on H . Then An → A in the

strong resolvent sense if and only if eitAnPn → eitA strongly, for every t ∈ R , where

Pn is the orthogonal projection on H with range Hn .

Proof: Because of Theorem 2.2.8, it is enough to prove that eitAnPn(x) → eitA(x)

for all x ∈ H if and only if eitAn(x) → eitA(x) for all x ∈ ∪Hn and for all t ∈ R .

Let t ∈ R . Suppose

eitAnPn(x) → eitA(x) for all x ∈ H . (2.19)

Let x ∈ ∪Hn . Then, x ∈ Hn0 for some n0 .

So, x ∈ Hn for all n ≥ n0 .

Now for n ≥ n0 ,

‖eitAn(x) − eitA(x)‖

≤ ‖eitAn(x) − eitAnPn(x)‖ + ‖eitAnPn(x) − eitA(x)‖

≤ ‖eitAn‖‖x− Pnx‖ + ‖eitAnPn(x) − eitA(x)‖

= ‖x− Pnx‖ + ‖eitAnPn(x) − eitA(x)‖, as ‖eitAn‖ = 1

→ 0, since Pnx → x and eitAnPn(x) → eitA(x) by our assumption.

Thus, eitAn(x) → eitA(x) for all x ∈ ∪Hn .
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Conversely assume that

eitAn(x) → eitA(x) for all x ∈ ∪Hn . (2.20)

Let x ∈ H and ε > 0 .

Since ∪Hn is dense in H , there exists y ∈ ∪Hn such that

‖x− y‖ < ε/4. (2.21)

By (2.20),

eitAn(y) → eitA(y). (2.22)

Consider

‖eitAnPn(x) − eitA(x)‖ ≤ ‖eitAnPn(x) − eitAnPn(y)‖ + ‖eitAnPn(y) − eitAn(y)‖

+ ‖eitAn(y) − eitA(y)‖ + ‖eitA(y) − eitA(x)‖

≤ ‖eitAn‖‖Pn‖‖x− y‖ + ‖eitAn‖‖Pny − y‖

+ ‖eitAn(y) − eitA(y)‖ + ‖eitA‖‖y − x‖

≤ ‖x− y‖ + ‖Pny − y‖ + ‖eitAn(y) − eitA(y)‖ + ‖y − x‖

as ‖eitAn‖ = 1 = ‖eitA‖ and ‖Pn‖ ≤ 1

≤ ε

4
+ ‖Pny − y‖ + ‖eitAn(y) − eitA(y)‖

+
ε

4
, as ‖x− y‖ < ε

4
. (2.23)

Since Pny → y and eitAn(y) → eitA(y) , there exists a positive integer n0 such that

‖Pny − y‖ < ε

4
and ‖eitAn(y) − eitA(y)‖ < ε

4
for all n ≥ n0 .

Therefore, (2.23) implies

‖eitAnPn(x) − eitA(x)‖ < ε for all n ≥ n0 . (2.24)
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Hence

eitAnPn(x) → eitA(x) for all x ∈ H .

This completes the proof. �

2.3 Applicability and Resolvent Convergence

In this section we discuss applicable approximation methods. The relation between

applicability and resolvent convergence is established. First we define applicability.

Definition 2.3.1. Let H be a separable Hilbert space and A be a densely-defined op-

erator in H which is onto. Let (An) be a sequence of operators with An ∈ B(Hn) ,

where (Hn) is a filtration of H such that Hn ⊆ D(A) . (An ) is said to be an applicable

method for A if the following holds:

There exists a positive integer no such that An is invertible for all n ≥ n0 and for

every y ∈ H the sequence (xn) converges to x , where xn is the unique solution of

Anxn = Pny for every n ≥ no (2.25)

and x is a solution of

Ax = y. (2.26)

We consider an unbounded self-adjoint operator A which is onto, so that for every

y ∈ H , the equation Ax = y has a solution. Suppose (An) is an applicable method

for A . Then (An) will be stable (Theorem 2.3.3) and An → A in the strong resolvent

sense (Theorem 2.3.5). We will prove in Theorem 2.4.1 that A is injective. Thus, A

is invertible and x (in 2.26) is the unique solution of Ax = y .
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The definition of applicability may be reformulated mathematically as follows:

(An) is an applicable method for A if and only if An are invertible for all sufficiently

large n and A−1
n Pny → A−1y for every y ∈ H .

Also we define stability of approximation methods.

Definition 2.3.2. Let H be a separable Hilbert space and (Hn) be a filtration of H .

A sequence of operators (An) with An ∈ B(Hn) is said to be stable if there exists a

positive integer n0 such that An is invertible for every n ≥ n0 and

sup
n≥n0

‖A−1
n Pn‖ < ∞. (2.27)

Stability is a necessary condition for applicability of approximation methods. We

prove this in the following proposition. The proof is the same as in the case of bounded

operators.

Theorem 2.3.3. Every applicable method is stable.

Proof: Let A be a densely-defined operator in a separable Hilbert space H and let

(An) be an applicable method for A , with An ∈ B(Hn) , where (Hn) is a filtration

of H .

Then, there exists a positive integer n0 such that An is invertible for every n ≥ n0

and A−1
n Pny → A−1y for every y ∈ H , where Pn is the orthogonal projection on H

with range Hn .

So, {A−1
n Pny/n ≥ n0} is a bounded set for each y ∈ H .

Hence, by the uniform boundedness theorem, {‖A−1
n Pn‖/n ≥ n0} is bounded. Thus

(An) is stable. �
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The relationship between applicability and resolvent convergence is established in

the following results.

Theorem 2.3.4. Let H be a separable Hilbert space. Let A be a self-adjoint, invertible

operator in H . For n = 1, 2, 3, . . . , let An be a self-adjoint, invertible operator on

Hn , where (Hn) is a filtration of H . If An → A in the strong resolvent sense and

(An) is stable, then, (An) is an applicable method for A .

Proof: For n = 1, 2, 3, . . . , let Pn be the orthogonal projection on H with range Hn .

As An → A in the strong resolvent sense, AnPn → A in the strong resolvent sense.

So,

(iI − AnPn)−1 → (iI − A)−1 strongly, where i =
√−1. (2.28)

Let x ∈ D(A) .

Put xn = (iI − AnPn)−1(iI − A)x, n = 1, 2, 3, . . . .

Then xn → (iI − A)−1(iI − A)x = x .

And

AnPnxn = ixn − (iI − AnPn)xn

= ixn − (iI − AnPn)(iI − AnPn)−1(iI − A)x

= ixn − (iI − A)x

→ ix− (iI − A)x = Ax.

As (An) is stable, A−1
n exists for all n ≥ n0 , for some positive integer n0 , and

sup
n≥n0

‖A−1
n ‖ = sup

n≥n0

‖A−1
n Pn‖ < ∞. (2.29)
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Now for n ≥ n0 ,

[A−1
n Pn − A−1]Ax = A−1

n PnAx− x

= (A−1
n PnAx− Pnxn) + (Pnxn − Pnx) + (Pnx− x)

= A−1
n (PnAx− AnPnxn) + Pn(xn − x) + (Pnx− x).

This implies,

‖(A−1
n Pn −A−1)Ax‖ ≤ ‖A−1

n ‖‖PnAx−AnPnxn‖ + ‖Pn‖‖xn − x‖ + ‖Pnx− x‖. (2.30)

(2.29) implies that, there exists M < ∞ such that ‖A−1
n ‖ ≤ M for each n ≥ n0 .

As n → ∞ , AnPnxn → Ax , PnAx → Ax , Pnx → x and xn → x . Also ‖Pn‖ ≤ 1 .

Hence (2.30) implies,

(A−1
n Pn − A−1)Ax → 0.

Thus, (A−1
n Pn − A−1)Ax → 0 for every x ∈ D(A) .

That is, (A−1
n Pn − A−1)y → 0 for every y ∈ R(A) .

But R(A) = H as A is invertible. Therefore, (A−1
n Pn − A−1)y → 0 for every

y ∈ H .

That is, A−1
n Pny → A−1y for every y ∈ H .

In other words, (An) is an applicable method for A . �

Theorem 2.3.5. Let A and An be as in the previous theorem. If (An) is an applicable

method for A , then, An → A in the strong resolvent sense.

Proof: As (An) is an applicable method for A , there exists a positive integer n0

such that An is invertible for all n ≥ n0 and A−1
n Pn → A−1 strongly.

39



Let x ∈ D(A) .

For n ≥ n0 , put xn = A−1
n PnAx .

Then xn ∈ Hn for every n and xn → A−1Ax = x .

And

AnPnxn = Anxn, since Pnxn = xn, as xn ∈ Hn

= AnA
−1
n PnAx

= PnAx → Ax.

Let λ ∈ C\R .

Consider

[Rλ(AnPn) −Rλ(A)](λI − A)x

= [(λI − AnPn)−1 − (λI − A)−1](λI − A)x

= (λI − AnPn)−1(λI − A)x− x

= [(λI − AnPn)−1(λI − A)x− xn] + [xn − x]

= (λI − AnPn)−1[(λI − A)x− (λI − AnPn)xn] + [xn − x]. (2.31)

Hence

‖[Rλ(AnPn) −Rλ(A)](λI − A)x‖

≤ ‖(λI − AnPn)−1‖‖(λI − A)x− (λI − AnPn)xn‖ + ‖xn − x‖

≤ |Imλ|−1‖(λI − A)x− (λI − AnPn)xn‖ + ‖xn − x‖, by Proposition 1.4.7

→ 0, as xn → x and AnPnxn → Ax.

Thus,

[Rλ(AnPn) −Rλ(A)]y → 0 for every y ∈ R(λI − A).
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But λI − A is invertible as A is self-adjoint and λ is non-real.

So, R(λI − A) = H .

Therefore, (2.33) implies

Rλ(AnPn)y → Rλ(A)y for every y ∈ H.

That is, An → A in the strong resolvent sense. �

Remark 2.3.6. We consolidate the Theorems 2.3.3, 2.3.4 and 2.3.5 as follows:

Let H be a separable Hilbert space and (Hn) be an filtration of H . Let A be a

invertible, self-adjoint operator in H . For n = 1, 2, 3, . . . , let An be a self-adjoint

operator on Hn .

(a) If (An) is stable, then, (An) is an applicable method for A if and only if

An → A in the strong resolvent sense.

(b) If An → A in the strong resolvent sense, then, (An) is an applicable method

for A if and only if (An) is stable. �

Let A be an invertible self-adjoint operator in a separable Hilbert space H . Let

(Hn) be a filtration of H . For n = 1, 2, 3, . . . , let An be an invertible self-adjoint

operator on Hn .

Suppose (An) is an applicable method for A . Then by Theorem 2.3.5, An → A in

the strong resolvent sense. Therefore, by Theorem 2.2.9, eitAnPn → eitA strongly, for

every t ∈ R .

Now eitA and eitAn are bounded and invertible (in fact, unitary) operators on H

and Hn respectively.
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Also, (eitAn) is stable as ‖(eitAn)−1Pn‖ = ‖e−itAnPn‖ = ‖e−itAn‖ = 1 for every n .

Hence by Polski’s theorem (Theorem 1.9.4), (eitAn) is an applicable method for eitA .

Conversely, assume that (eitAn) is an applicable method for eitA .

Then e−itAnPn → e−itA strongly for every t ∈ R , since (eitA)−1 = e−itA .

So, eitAnPn → eitA strongly for every t ∈ R .

By Theorem 2.2.9, An → A in the strong resolvent sense.

Hence by Theorem 2.3.4, (An) is an applicable method for A , provided (An) is

stable.

Thus we have proved the result:

Theorem 2.3.7. Let A be an invertible self-adjoint operator in a separable Hilbert

space H . For n = 1, 2, 3, . . . , let An be an invertible self-adjoint operator on Hn ,

where (Hn) is a filtration of H . If (An) is stable, then, (An) is an applicable method

for A if and only if (eitAn) is an applicable method for eitA . �

Thus, from an approximation method for an unbounded self-adjoint operator A , we

come to an approximation method for a bounded operator eitA .

For a self-adjoint A , eitA(t ∈ R) is a strongly continuous one-parameter unitary

group (Theorem 1.5.4).

Now, under the conditions of Theorem 2.3.7., (An) is an applicable method for A if

and only if (eitAn) is an applicable method for eitA if and only if eitAn → eitA strongly

for every t ∈ R . In this case we shall say that the sequence of strongly continuous one-

parameter unitary groups (eitAn) converges to the strongly continuous one-parameter

unitary group eitA .
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We can restate Theorem 2.3.7. as follows:

Theorem 2.3.8. Let A be invertible and self-adjoint in a separable Hilbert space H .

For n = 1, 2, 3, . . . , let An be invertible and self-adjoint on Hn , where (Hn) is a

filtration of H . Suppose (An) is stable. Then, (An) is an applicable method for A if

and only if the sequence of strongly continuous one-parameter unitary groups (eitAn)

converges to the strongly continuous one-parameter unitary group eitA .

Example 2.3.9. Consider the time-dependent Shrodinger equation

du

dt
= −iAu, (2.32)

where u = u(t) is a vector in some L2 - space H and A is a self-adjoint operator

in H .

The solution of (2.32) is formally given by u = u(t) = e−itAu(0) [10,p.479–480]. (2.33)

Suppose (Hn) is a filtration of H and An ∈ B(Hn) are self-adjoint.

Let An → A in the strong resolvent sense.

Then, by Theorem 2.29, e−itAnPn → e−itA strongly for every t ∈ R , where for each

n , Pn is the projection on H with range Hn .

So, eitAnPn → eitA strongly for every t ∈ R . Hence un = un(t) = e−itAnPnu(0)

approximates the solution of (2.32).

Here, the An are bounded. So, e−itAn has power series expansion and hence can be

approximated by I +
k∑

m=1

(−itAn)m

m!
. �
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2.4 Stability

Stability plays a significant role in the theory of approximation methods. We saw in

the previous section that every applicable method is stable. Also, if A is self-adjoint

and (An) converges to A in the strong resolvent sense, then, (An) is an applicable

method for A if and only if (An) is stable. These results expose the significance of

stability.

The aim of this section is to analyze a few other properties of stability. The following

result is an interesting one.

Theorem 2.4.1. Let H be a separable Hilbert space and A be a self-adjoint operator

in H . Let An be self-adjoint and invertible on Hn , for each n , where (Hn) is a

filtration of H . Suppose An → A in the strong resolvent sense. If (An) is stable,

then A is injective.

Proof: Suppose Ax = 0 , where x ∈ D(A) .

Let k be a positive integer.

Put λ = k−1i, where i =
√−1 .

Since A is self-adjoint, (λI − A) is invertible, where I is the identity operator

on H .

Now

x = (λI − A)−1(λI − A)x

= (λI − A)−1(λx), as Ax = 0.

So,

(λI − A)−1x = λ−1x. (2.34)
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By assumption, An → A in the strong resolvent sense.

So, Rλ(An)Pnx → Rλ(A)x as n → ∞ , where Pn is the orthogonal projection on H

with range Hn .

That is, (λIn −An)−1Pnx → (λI−A)−1x , where In is the identity operator on Hn .

Hence, by (2.34),

(λIn − An)−1Pnx → λ−1x as n → ∞. (2.35)

This implies,

‖(λIn − An)−1Pnx‖ → ‖λ−1x‖ as n → ∞.

That is,

‖(λIn − An)−1Pnx‖ → k‖x‖ as n → ∞, (2.36)

since λ = k−1i .

As (An) is stable, An is invertible on Hn for each n ≥ no , for some no , and

sup
n≥n0

{‖A−1
n Pn‖} < ∞ .

Put

β = sup
n≥n0

{‖A−1
n Pn‖} = sup

n≥n0

{‖A−1
n ‖}. (2.37)

By the resolvent equation (1.2), we have, Rλ(An) − Rµ(An) = (µ − λ)Rµ(An)Rλ(An)

for any λ and µ in the resolvent set ρ(A) of A .

Let n ≥ no .

As An is invertible (on Hn ), 0 ∈ ρ(An) .

Putting µ = 0 in the resolvent equation, we get,

Rλ(An) −R0(An) = −λR0(An)Rλ(An).
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That is, (λIn − An)−1 − (−An)−1 = −λ(−An)−1(λIn − An)−1 .

That is, (λIn − An)−1 + A−1
n = λA−1

n (λIn − An)−1 .

Hence,

‖(λIn − An)−1 + A−1
n ‖ ≤ |λ|‖A−1

n ‖‖(λIn − An)−1‖

≤ |λ|β‖(λIn − An)−1‖, from (2.37)

≤ |λ|β|Imλ|−1, since ‖(λIn − An)−1‖ ≤ |Imλ|−1.

Thus,

‖(λIn − An)−1 + A−1
n ‖ ≤ 1

k
βk, as λ =

i

k

= β.

So,

‖(λIn − An)−1‖ ≤ ‖(λIn − An)−1 + A−1
n − A−1

n ‖

≤ ‖(λIn − An)−1 + A−1
n ‖ + ‖A−1

n ‖

≤ β + β = 2β.

Now,

‖(λIn − An)−1Pnx‖ ≤ ‖(λIn − An)−1‖‖Pn‖‖x‖

≤ 2β‖x‖, as ‖Pn‖ ≤ |.

Since this is true for every n ≥ n0 , we get

lim
n→∞

‖(λIn − An)−1Pnx‖ ≤ 2β‖x‖.

Therefore, by (2.36),

k‖x‖ ≤ 2β‖x‖. (2.38)
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(2.38) is true for every positive integer k .

Hence ‖x‖ must be 0 and hence x = 0 .

Thus A is injective. �

Let An(n = 1, 2, 3, . . .) be self-adjoint. For any λ ∈ C\R , (λIn −An) is invertible (on

Hn ) and ‖λIn − An‖ ≤ |Imλ|−1 .

Thus (λIn − An) is a stable sequence, even if (An) is non-stable. In otherwords,

the stability of (λIn − An) does not imply the stability of (An) . In this regard, the

following result has some significance.

Proposition 2.4.2. Let (Hn) be a filtration of H . Let An be self-adjoint on Hn for

each n and let An be invertible for all n ≥ n0 , for some n0 . Suppose sup{‖(iIn −
An)−1‖} < 1 . Then (An) is stable.

Proof: Put

β = sup ‖(iIn − An)−1‖. (2.39)

Then β < 1 , by our assumption.

By the resolvent equation (Theorem 1.4.6), we have, Rλ(An)−Rµ(An) = (µ−λ)Rµ(An)Rλ(An)

for all λ, µ ∈ ρ(An) .

Let n ≥ n0 .

Now, o, i ∈ ρ(An) as An is invertible and self-adjoint.

Hence, Ro(An) −Ri(An) = iRi(An)Ro(An) .

That is, (−An)−1 − (iIn − An)−1 = i(iIn − An)−1(−An)−1 ,

which implies, A−1
n + (iIn − An)−1 = i(iIn − An)−1A−1

n .
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Hence, using (2.39),

‖A−1
n + (iIn − An)−1‖ ≤ ‖(iIn − An)−1‖‖A−1

n ‖

≤ β‖A−1
n ‖. (2.40)

Now,

‖A−1
n ‖ = ‖A−1

n + (iIn − An)−1 − (iIn − An)−1‖

≤ ‖A−1
n + (iIn − An)−1‖ + ‖(iIn − An)−1‖

≤ β‖A−1
n ‖ + β,

which implies ‖A−1
n ‖ ≤ β/1 − β .

Hence supn≥n0
‖A−1

n ‖ ≤ β
1−β

.

Thus (An) is stable. �

Remark 2.4.3. Following is a generalization of the above result:

Let λ ∈ C\R . If sup{‖(λIn − An)−1‖} < |λ|−1 , then (An ) is stable.

Proof:

Put β = sup ‖(λIn − An)−1‖ < 1
|λ| .

By the resolvent equation, for n ≥ no ,

Ro(An) −Rλ(An) = (λ− 0)Rλ(An)Ro(An).

That is,

(−An)−1 − (λIn − An)−1 = λ(λIn − An)−1(−An)−1.
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Hence,

‖A−1
n + (λIn − An)−1‖ ≤ |λ| ‖(λIn − An)−1‖ ‖A−1

n ‖

≤ |λ|β ‖A−1
n ‖.

So,

‖A−1
n ‖ ≤ ‖A−1

n + (λIn − An)−1‖ + ‖(λIn − An)−1‖

≤ |λ|β‖A−1
n ‖ + β.

From this we get,

‖A−1
n ‖ ≤ β

1 − |λ|β for each n ≥ no .

Hence supn≥no
‖A−1

n ‖ ≤ β
1−|λ|β < ∞ as β < 1

|λ| . �

2.5 The Finite Section Method ∗

Consider an unbounded operator A in an infinite dimensional separable Hilbert space

H . Let {e1, e2, e3, . . .} be an orthonormal basis for H contained in D(A) , the domain

of A . For n = 1, 2, 3, . . . , let Hn = span{e1, e2, . . . , en} and Pn be the orthogonal

projection on H with range Hn . Then, An := PnAPn/Hn is an (bounded) operator

on Hn . The sequence (An ) is called the finite section method for A .

Now, the first question that naturally arises is whether the finite section method

(An ) an approximation method for A , or, whether (An ) converges to A in some

sense. If A is a bounded operator, the answer is yes. In fact, An → A strongly, if A

is a bounded operator. For the unbounded case, we are able to give certain sufficient

conditions for the strong resolvent convergence of (An ) to A , for a self-adjoint A .
∗ The contents of this section have appeared in J. Analysis Vol. 14 (2006), 69–78.
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Theorem 2.5.1. Let A be a self-adjoint operator in a separable Hilbert space H . Let

(Hn ) be a filtration of H such that Hn ⊆ D(A) for every n . Suppose there exists a

positive integer n0 such that A(Hn) ⊆ Hn for every n ≥ n0 . Let Pn be the orthogonal

projection on H with range Hn and let An := PnAPn/Hn . Then An → A in the

strong resolvent sense.

Proof:

Let x ∈ H and λ ∈ C\R .

Consider

[Rλ(A) −Rλ(An)Pn](x) = [(λI − A)−1 − (λIn − An)−1Pn](x)

= (λI − A)−1[I − (λI − A)(λIn − An)−1Pn](x)

= (λI − A)−1[I − (λI − A)(λIn − PnAPn)−1Pn](x)

= (λI − A)−1[x− (λI − A)(λIn − PnAPn)−1Pnx]. (2.41)

Now, (λIn − PnAPn)−1Pnx ∈ Hn .

Let n ≥ n0 .

For z ∈ Hn , Pnz = z .

So, APnz = Az ∈ Hn , by our assumption that A(Hn) ⊆ Hn .

And, PnAPnz = PnAz = Az .

Also, Inz = z = Iz .

Put z = (λIn − PnAPn)−1Pnx ∈ Hn .
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Then (2.41) becomes,

[Rλ(A) −Rλ(An)Pn](x) = (λI − A)−1[x− (λI − A)z]

= (λI − A)−1[x− (λInz − PnAPnz)]

= (λI − A)−1[x− (λIn − PnAPn)z]

= (λI − A)−1[x− (λIn − PnAPn)(λIn − PnAPn)−1Pnx]

= (λI − A)−1[x− Pnx] (2.42)

Hence,

‖[Rλ(A) −Rλ(An)Pn](x)‖ ≤ ‖(λI − A)−1‖ ‖x− Pnx‖

≤ |Imλ|−1‖x− Pnx‖, as ‖(λI − A)−1‖ ≤ |Imλ|−1

→ 0 as n → ∞, since Pnx → x.

This implies that Rλ(An)Pn(x) → Rλ(A)(x) for every x ∈ H .

That is, An → A in the strong resolvent sense. �

Now we prove a more general result.

Theorem 2.5.2. Let A be a self-adjoint operator in a separable Hilbert space H and

An := PnAPn/Hn , where (Hn ) is a filtration of H such that Hn ⊆ D(A) . Let Pn be

the orthogonal projection on H with R(Pn) = Hn . Let Γ(A) = {(x,Ax)/x ∈ D(A)} ,

the graph of A , and let G = {(x,Ax)/x ∈ ∪Hn} . Suppose G is dense in Γ(A) . Then

An → A in the strong resolvent sense.

Proof:

Put D1 = ∪Hn .

Let x ∈ D1 .
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Then x ∈ Hn0 for some n0 .

Since Hn ⊆ Hn+1 for every n , x ∈ Hn for every n ≥ n0 .

Therefore,

Pnx = x for every n ≥ n0 (2.43)

Now, for n ≥ n0 ,

AnPnx = PnAPnx

= PnAx (by 2.43)

→ Ax as n → ∞.

Thus,

AnPnx → Ax as n → ∞ for all x ∈ D1. (2.44)

Let λ ∈ C\R .

Let x ∈ D1 = ∪Hn .

Put z = λx− Ax = (λI − A)x .

Consider

[Rλ(AnPn) −Rλ(A)]z = [(λI − AnPn)−1 − (λI − A)−1]z

= [(λI − AnPn)−1 − (λI − A)−1](λI − A)x

= (λI − AnPn)−1(λI − A)x− x

= (λI − AnPn)−1[(λI − A)x− (λI − AnPn)x]

= (λI − AnPn)−1[λx− Ax− λx+ AnPnx]

= (λI − AnPn)−1(AnPnx− Ax). (2.45)
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So,

‖[Rλ(AnPn) −Rλ(A)]z‖ ≤ ‖(λI − AnPn)−1‖ ‖AnPnx− Ax‖

≤ |Imλ|−1‖AnPnx− Ax‖, by (1.3)

→ 0 as n → ∞, from (2.44).

Hence,

Rλ(AnPn)z → Rλ(A)z for every z ∈ (λI − A)D1. (2.46)

We claim that (λI − A)D1 is dense in (λI − A)D where D = D(A) .

Let (λI − A)x ∈ (λI − A)D , where x ∈ D = D(A) .

Now (x,Ax) ∈ Γ(A) .

By assumption, G = {(x,Ax)/x ∈ ∪Hn} is dense in Γ(A) .

Therefore, there is a sequence (xn, Axn) in G such that (xn, Axn) → (x,Ax) in

H ×H .

This implies that xn → x and Axn → Ax .

Hence, (λI − A)xn = λxn − Axn → λx− Ax = (λI − A)x .

Here (xn) is a sequence in D1 = ∪Hn .

Thus (λI − A)D1 is dense in (λI − A)D .

But (λI − A)D = R(λI − A) , the range of λI − A .

Note that R(λI − A) = H, as (λI − A) is invertible, since A is self-adjoint.

Thus, (λI − A)D1 is dense in H .

Now we shall prove that

Rλ(AnPn)x → Rλ(A)x for every x ∈ H. (2.47)
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Let x ∈ H and ε > 0 .

As (λI − A)D1 is dense in H , there exists z ∈ (λI − A)D1

such that ‖x− z‖ < |Imλ|ε
3
. (2.48)

From (2.46), there exists a positive integer n0 such that

‖Rλ(AnPn)z −Rλ(A)z‖ < ε

3
for every n ≥ n0. (2.49)

Now consider, for n ≥ n0 ,

‖Rλ(AnPn)(x) −Rλ(A)x‖

≤ ‖Rλ(AnPn)x−Rλ(AnPn)z‖ + ‖Rλ(AnPn)z −Rλ(A)z‖ + ‖Rλ(A)z −Rλ(A)x‖

≤ ‖Rλ(AnPn)‖ ‖x− z‖ +
ε

3
+ ‖Rλ(A)‖ ‖z − x‖, using (2.49)

= ‖(λI − AnPn)−1‖ ‖x− z‖ +
ε

3
+ ‖(λI − A)−1‖ ‖z − x‖

≤ |Imλ|−1‖x− z‖ +
ε

3
+ |Imλ|−1‖z − x‖

< |Imλ|−1|Imλ|ε
3

+
ε

3
+ |Imλ|−1|Imλ|ε

3
, using (2.48)

= ε

That is, ‖Rλ(AnPn)(x) −Rλ(A)(x)‖ < ε for every n ≥ n0 .

Hence, Rλ(AnPn)(x) → Rλ(A)(x) as n → ∞ .

Thus (2.47) is proved and An → A in the strong resolvent sense. �

Remark 2.5.3. In the above proof, we observe that An → A in the strong resolvent

sense if (λI − A)D1 is dense in H for every λ ∈ C\R , where D1 = ∪Hn .

But, (λI − A)D1 is dense in H for every λ ∈ C\R if and only if (λ0I − A)D1 is

dense in H for some λ0 ∈ C\R .
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The proof of this statement is direct.

Suppose (λ0I − A)D1 is dense in H for some λ0 ∈ C\R .

That is, (λ0I−A)D1 is dense in (λ0I−A)D , where D = D(A) , since (λ0I−A)D =

R(λ0I − A) = H .

Then, for any λ ∈ C\R , we shall prove that (λI−A)D1 is dense in (λI − A)D = H .

Let λ ∈ C\R .

Let y = (λI − A)x ∈ (λI − A)D , where x ∈ D .

Now (λ0I − A)x ∈ (λ0I − A)D .

But (λ0I − A)D1 is dense in (λ0I − A)D .

Therefore, there exists a sequence (xn) in D1 such that

(λ0I − A)xn → (λ0I − A)x as n → ∞. (2.50)

Since (λ0I−A)−1 exists and is a bounded operator, we get (λ0I−A)−1(λ0I−A)xn →
(λ0I − A)−1(λ0I − A)x as n → ∞ .

That is,

xn → x as n → ∞. (2.51)

This implies,

λ0xn → λ0x as n → ∞. (2.52)

From (2.52) and (2.50), we get,

λ0xn − (λ0I − A)xn → λ0x− (λ0I − A)x as n → ∞.

That is, Axn → Ax as n → ∞. (2.53)
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Thus, from (2.51) and (2.53),

(λI − A)xn = λxn − Axn → λx− Ax = (λI − A)x as n → ∞.

Hence, (λI − A)D1 is dense in (λI − A)D = H .

Thus we have the result:

Corollary 2.5.4. Let A be self-adjoint and An := PnAPn/Hn , where (Hn) is a

filtration of H such that Hn ⊆ D(A) and Pn be the orthogonal projection on H with

range Hn . If (λI −A)D1 is dense in H for some λ ∈ C\R , where D1 = ∪Hn , then

An → A in the strong resolvent sense. In particular, if (iI − A)D1 is dense in H ,

then An → A in the strong resolvent sense. �

Corollary 2.5.5. An → A in the strong resolvent sense if APnx → Ax for every

x ∈ D(A) .

Proof:

Let G = {(x,Ax)/x ∈ D1 = ∪Hn} .

Γ(A) = {(x,Ax)/x ∈ D = D(A)} .

It is enough to prove that G is dense in Γ(A) .

Let (x,Ax) ∈ Γ(A) so that x ∈ D(A) .

Let xn = Pnx ∈ Hn ⊆ D1 .

Then (xn, Axn) is a sequence in G .

Now xn = Pnx → x .

And Axn = APnx → Ax , by assumption.

Hence (xn, Axn) → (x,Ax) in H ×H .
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Thus G is dense in Γ(A) .

So, by Theorem 2.5.2, An → A in the strong resolvent sense. �

Corollary 2.5.6. An → A in the strong resolvent sense if (APnx) is a cauchy se-

quence for every x ∈ D(A) .

Proof: Assume that (APnx) is cauchy for every x ∈ D(A) .

Then (APnx) is convergent in H for every x ∈ D(A) , as H is complete.

Let x ∈ D(A) . Then APnx → y for some y in H .

Also, Pnx → x and A is closed as it is self-adjoint.

Hence y = Ax .

Thus, APnx → Ax for every x ∈ D(A) . So, by Corollary 2.5.5, An → A in the

strong resolvent sense. �

Corollary 2.5.7. Let A be an invertible self-adjoint operator. Then An → A in the

strong resolvent sense if A(D1) is dense in H .

Proof:

D1 = ∪Hn , where (Hn) is a filtration of H with Hn ⊆ D = D(A) .

As A is invertible, A(D) = R(A) = H .

By assumption, A(D1) is dense in H .

That is, A(D1) is dense in A(D) .

Let G = {(x,Ax)/x ∈ D1} .

Let (x,Ax) ∈ Γ(A) = {(x,Ax)/x ∈ D = D(A)} .
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Now Ax ∈ A(D) .

But A(D1) is dense in A(D) .

Therefore, there is a sequence (xn) in D1 such that A(xn) → Ax as n → ∞ .

Now A−1 exists and is bounded, since A is assumed to be invertible.

So, A−1(Axn) → A−1(Ax) as n → ∞ .

That is xn → x as n → ∞ .

Hence, (xn, Axn) → (x,Ax) in H ×H .

Thus the sequence (xn, Axn) in G converges to (x,Ax) .

This implies that G is dense in Γ(A) .

Therefore, by Theorem 2.5.2., An → A in the strong resolvent sense. �

In Proposition 2.5.1, we have proved that if A(Hn) ⊆ Hn for every n , then An → A

in the strong resolvent sense. In the case that A is invertible, An → A in the strong

resolvent sense even if A(Hn) ⊇ Hn .

Corollary 2.5.8. Let A be an invertible self-adjoint operator in H . If A(Hn) ⊇ Hn

for every n , then An → A in the strong resolvent sense.

Proof:

Suppose

A(Hn) ⊇ Hn for every n. (2.54)

As Hn ⊆ ∪Hn ,

A(Hn) ⊆ A(∪Hn) = A(D1) for every n. (2.55)

From (2.54) and (2.55), Hn ⊆ A(D1) for every n .
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Hence, ∪Hn ⊆ A(D1) .

But ∪Hn is dense in H , as (Hn) is a filtration of H .

Hence, A(D1) is dense in H .

Then by Corollary 2.5.7, An → A in the strong resolvent sense. �

Thus, in most of the cases we can expect strong resolvent convergence of (An) to

A . For (An) to be an applicable method, (An) must be stable (Remark 2.3.6). The

stability of (An) depends on the nature of A .

If A is a bounded self-adjoint operator, eitA is definec by eitA =
∑∞

n=0
(it)nAn

n! , for

any real t . Here, the series converges in norm. If A is an unbounded self-adjoint

operator, eitA is defined using functional calculus. But for many operators, the series

expansion is valid in a dense subset of the domain. We prove this in the following

theorem.

Theorem 2.5.9. Let A be a self-adjoint operator in a separable Hilbert space H . Let

(Hn) be a filtration of H with Hn ⊆ D(A) such that A(Hn) ⊆ Hn for every n . Then

eitAx =
∑∞

k=0
(itA)k

k! x for every x ∈ ∪Hn .

Proof:

For n = 1, 2, 3, . . . , let Pn be the orthogonal projection on H with range Hn and

let An := PnAPn/Hn .

Since A(Hn) ⊆ Hn , by Theorem 2.5.1, An → A in the strong resolvent sense.

Now, by Theorem 2.2.6,

eitAnPn → eitA strongly. (2.56)
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Let x ∈ ∪Hn .

Then x ∈ Hn0 for some n0 .

But Hn0 ⊆ Hn0+1 ⊆ . . . .

Therefore, x ∈ Hn for every n ≥ n0 .

Hence, Pnx = x for every n ≥ n0 .

Also, for n ≥ n0 ,

AnPnx = PnAPnPnx

= PnAPnx

= PnAx

= Ax, since Ax ∈ Hn as A(Hn) ⊆ Hn. (2.57)

(AnPn)2x = AnPnAnPnx

= AnPnAx, by (2.57)

= A(Ax ), again by (2.57), since Ax ∈ Hn.

= A2x

and so on.

In general,

(AnPn)kx = Akx for n ≥ n0, k = 1, 2, 3, . . . . (2.58)

AnPn is a bounded operator.
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Therefore, for t ∈ R ,

eitAnPnx =

[
I +

∞∑
k=1

(itAnPn)k

k!

]
x

=

[
x+

∞∑
k=1

(it)kAkx

k!

]
, using (2.58)

=

[
I +

∞∑
k=1

(itA)k

k!

]
x

=

[ ∞∑
k=0

(itA)k

k!

]
x. (2.59)

Now by 2.56,

eitA(x) = lim
n→∞

eitAnPn(x)

= lim
n→∞

[ ∞∑
k=0

(itA)k

k!

]
x

=
∞∑

k=0

(itA)k

k!
x.

Thus eitA(x) =
∑∞

k=o
(itA)k

k! x for every x ∈ ∪Hn . �

Example 2.5.10. Let A be a self-adjoint operator in a separable Hilbert space H with

compact resolvent.

Then, there is an orthonormal basis {u1, u2, u3, . . .} of H and {µ1, µ2, µ3, . . .} ⊆ C

such that

Aun = µnun for n = 1, 2, 3, . . . (2.60)

and

Ax =
∑

n

µn〈x, un〉un for every x ∈ D(A). (2.61)

Let Hn = span{u1, u2, . . . , un} , n = 1, 2, 3, . . . .

Then (Hn) is a filtration of H and A(Hn) ⊆ Hn for every n .
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So, by Theorem 2.5.8,

eitAx =
∞∑

k=0

(itA)k

k!
x for every x ∈ ∪Hn.

There are plenty of operators, in particular, many of the differential operators, with

compact resolvent. For these operators A , the series expansion for eitAx is valid in

the dense set ∪Hn . �

Finite Section Method and the Gap

Let us define the gap between two subspaces of a Banach space [10]:

Let X and Y be two subspaces of a Banach space. For X �= {0} , we set

δ(X,Y ) = sup
u∈SX

dist (u, Y ),

where SX = {x ∈ X/‖x‖ = 1} , the unit sphere of X , and dist (u, Y ) = inf{‖u −
y‖/y ∈ Y } , the distance from u to Y . If X = {0} , we set δ(0, Y ) = 0 . Now define

δ̂(X,Y ) = max{δ(X,Y ), δ(Y,X)} · δ̂(X,Y ) is called the gap between X and Y .

Lemma 2.5.11. Let X and Y be subspaces of a Banach space such that X ⊆ Y .

Then δ̂(X,Y ) = 0 if and only if X is dense in Y .

Proof. Assume that X is dense in Y . As X ⊆ Y , δ(X,Y ) = 0 .

Now let u ∈ SY .

That is, u ∈ Y and ‖u‖ = 1 .

Since X is dense in Y , there exists a sequence {xn} in X such that {xn} converges

to u .

That is, ‖u− xn‖ → 0.

Hence, dist(u,X) = inf{‖u− x‖/x ∈ X} = 0 .
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Thus, for every u ∈ SY , dist(u,X) = 0 .

So, sup
u∈SY

dist(u,X) = 0.

That is,

δ(Y,X) = 0.

Now

δ̂(X,Y ) = max{δ(X,Y ), δ(Y,X)}
= 0.

Conversely assume that δ̂(X,Y ) = 0 .

That is, max{δ(X,Y ), δ(Y,X)} = 0 .

Then, δ(X,Y ) = 0 and δ(Y,X) = 0 .

Take δ(X,Y ) = 0 .

That is, sup
u∈SY

dist(u,X) = 0 ,

which implies that dist (u,X) = 0 for every u ∈ SY .

That is, inf{‖u− x‖/x ∈ X} = 0 for every u ∈ SY . So, for every u ∈ SY , there is

a sequence {xn} in X such that ‖u− xn‖ → 0 .

Hence X is dense in SY = {y ∈ Y/‖y‖ = 1} . By linearity, X is dense in Y . �

Theorem 2.5.12. Suppose A is a self-adjoint operator in H and An := PnAPn/Hn ,

where (Hn) is a filtration of H such that Hn ⊆ D(A) and Pn is the orthogonal

projection on H with range Hn . Put G = {(x,Ax )/x ∈ ∪Hn} . If δ̂(G,Γ(A)) = 0 ,

where Γ(A) is the graph of A , then An → A in the strong resolvent sense.

Proof. As δ̂(G,Γ(A)) = 0 , by Lemma 2.5.11, G is dense in Γ(A) .

So, by Theorem 2.5.2., An → A in the strong resolvent sense. �
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Chapter 3

UNBOUNDED MATRICES AND

THE TRUNCATION METHOD

Suppose we want to solve the matrix equation Ax = y , where A is an infinite matrix

and y is a given element of l2 , the space of all square summable scalar sequences.

Once the computation of the actual solution is not possible, one will be interested in

finding approximate solutions. In this chapter we give an overview of how and when

the truncations of the given matrix can be used to approximate the solution.

3.1 Introduction

Let A = (aj,k)j,k∈N , where N = {1, 2, 3, . . .} , be an infinite matrix of scalars. Then

A represents a linear operator from a subspace D(A) of l2 into l2 , where l2 is the

space of square-summable scalar sequences:

l2 = {x = (x1, x2, . . .)/xj ∈ C, j = 1, 2, 3, . . . ,
∞∑

j=1

|xj|2 < ∞}.
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l2 is a Hilbert space with the inner product 〈., .〉 given by

〈x, y〉 =
∞∑

j=1

xj, ȳj for all x = (xj), y = (yj) ∈ l2. (3.1)

The norm induced by the inner product is given by

‖x‖ = 〈x, x〉1/2 =
( ∞∑

j=1

|xj|2
)1/2

(3.2)

and the corresponding metric is

d(x, y) = ‖x− y‖ =
( ∞∑

j=1

|xj − yj|2
)1/2

. (3.3)

D(A) is called the domain of A and is explicitly given by D(A) = {x ∈ l2/Ax ∈ l2} .

Here Ax = y = (y1, y2, . . .) with yj =
∞∑

k=1
ajkxk .

A generates a bounded operator on l2 if Ax ∈ l2 for every x ∈ l2 (that is,

D(A) = l2 ) and there exists a constant M < ∞ such that

‖Ax‖ ≤ M‖x‖ for every x ∈ l2. (3.4)

If no such M exists, A is said to be unbounded.

For j = 1, 2, 3 . . . , let ej be the element in l2 whose jth co-ordinate is 1 and all

other co-ordinates are 0. Then (e1, e2, e3, . . .) will constitute an orthonormal basis for

l2 . We shall denote l2 by H . Put Hn = span {e1, e2, . . . en} , n = 1, 2, 3, . . . Let Pn

be the orthogonal projection on l2 with range Hn . Infact, Pn is the operator on l2

defined by

Pn : (x1, x2, x3, . . .) �→ (x1, x2, x3, . . . , xn, 0, 0, 0, . . .). (3.5)
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Let An be the truncated matrix

An =




a11 a12 · · · a1n

a21 a22 · · · a2n

...
...

...

an1 an2 · · · ann




. (3.6)

For n = 1, 2, 3, . . . , An can be identified with the operator

An(: Hn → Hn) = PnAPn/Hn, (3.7)

provided Hn ⊆ D(A) .

Suppose we want to solve the matrix equation

Ax = y (3.8)

for a given y ∈ l2 . Computation of the actual solution x of (3.8) is not possible

in many cases. In those cases, we will be interested in finding approximate solutions

of (3.8), by means of computational methods. In this chapter we discuss how and when

truncations can be used to approximate the solutions x of (3.8).

We restrict ourselves to invertible A ’ s , so that, for every y ∈ l2 , (3.8) has a unique

solution. (3.8) is the infinite system




a11 a12 a13 . . .

a21 a22 a23 . . .

a31 a32 a33 . . .

...
...

...
...







x1

x2

x3

...




=




y1

y2

y3

...



. (3.9)
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Let us consider the truncated systems



a11 a12 · · · a1n

a21 a22 · · · a2n

...
...

...

an1 an2 · · · ann







x
(n)
1

x
(n)
2

...

x
(n)
n




=




y1

y2

...

yn



. (3.10)

(3.10) can be written as

Anx
(n) = Pny, (3.11)

where x(n) ∈ Hn .

When An is invertible, (3.11) has a unique solution x(n) = (x(n)
1 , x

(n)
2 , . . . , x

(n)
n ) .

Computation of the solution x(n) of the truncated system is not difficult in this age of

computing.

The fundamental question before us is that when do the unique solutions x(n) of

(3.11) approximate the unique solution x of (3.8) (or, when does the sequence (x(n))

converge to x in l2 ?)

Let us recall the definitions of applicability and stability.

Definition 3.1.1. Let A be invertible. The sequence of truncations (An) of A is an

applicable method or an applicable sequence for A if the following hold:

There exists a positive integer n0 such that

i) An is invertible (as an operator on Hn ) for every n ≥ no and

ii) A−1
n Pny converges to A−1y for every y ∈ H .

Also we recall the definition of stability, which has close connection with applicability.
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The norm of a matrix A is defined as ‖A‖ = sup{‖Ax‖/x ∈ D(A), ‖x‖ ≤ 1} ·
‖A‖ is finite if and only if A is bounded.

Definition 3.1.2. (An) is a stable method or a stable sequence if there exists a positive

integer n0 such that An is invertible (as an operator on Hn ) for n ≥ n0 and

sup{‖A−1
n ‖/n ≥ n0} < ∞. (3.12)

3.2 Unbounded Matrices

Let us recall that the infinite matrix A = (aj,k)j,k∈N is said to be unbounded if A is

not bounded as an operator on l2 . In that case, the domain D(A) of A can not be

all of l2 , in general.

Now, the basic question is: when is A densely-defined and D(A) contains the

standard orthonormal basis? Following proposition answers this question.

Proposition 3.2.1. A = (aj,k)j,k∈N defines a densely-defined operator in l2 whose

domain contains the standard orthonormal basis {e1, e2, e3, . . .} if and only if each of

the columns of A lies in l2 .

Proof. First we remark that if D(A) contains {e1, e2, e3, . . .} , then A is densely-

defined. For a proof, suppose {e1, e2, e3, . . .} ⊆ D(A) . Then, span {e1, e2, e3, . . .} ⊆
D(A) , since D(A) is a subspace (of l2 ). But span {e1, e2, e3, . . .} is dense in l2 .

So, D(A) is dense in l2 and A is densely-defined. Hence, it is enough to show that

D(A) contains {e1, e2, e3, . . .} if and only if every column of A lies in l2 . ek =

(0, 0, . . . , 0, 1, 0, 0, . . . .) , where 1 occurs in the kth place and all other co-ordinates are
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0. Fix k ∈ N .

Aek =




a11 a12 a13 · · ·
a21 a22 a23 · · ·
a31 a32 a33 · · ·
· · · · · ·
· · · · · ·
· · · · · ·







0
...

1

0
...




=




a1k

a2k

a3k

·
·
·




, (3.13)

the kth column of A . Now, ek ∈ D(A) if and only if Aek ∈ l2 . That is, if and only

if the kth column of A lies in l2 . So, {e1, e2, e3, . . .} ⊆ D(A) if and only if every

column of A lies in l2 . Hence the proof. �

Definition 3.2.2. Let A = (aj,k)j,k∈N be an infinite matrix. The adjoint of A is the

matrix A∗ = (αj,k)j,k∈N , where

αj,k = ak,j for all j, k ∈ N. (3.14)

A is said to be Hermitian if A = A∗ .

Thus, A is Hermitian if and only if

aj,k = ak,j for all j, k ∈ N. (3.15)

It is true that the matrix A is Hermitian if A , considered as an operator in l2 , is

self-adjoint. We call an infinite matrix A self-adjoint if A , considered as an operator

in l2 , is self-adjoint. Thus, for self-adjoint A , aj,k = ak,j for all j, k .

For the domain of a self-adjoint A to contain the standard orthonormal basis

{e1, e2, e3, . . .} , it is necessary and sufficient that each of the rows and columns lies

in l2 .

Proposition 3.2.3. Let A = (aj,k)j,k∈N be self-adjoint. Then, the following are

equivalent:
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(i) The domain D(A) of A contains the standard orthonormal basis {e1, e2, e3, . . .} .

(ii) Every column of A lies in l2 .

(iii) Every row of A lies in l2 .

Proof. (i) ⇐⇒ (ii).

By Proposition 3.2.1, D(A) contains {e1, e2, e3, . . .} if and only if every column of

A lies in l2 . Thus, (i) and (ii) are equivalent.

(ii) ⇐⇒ (iii).

The kth column of A lies in l2 if and only if

∞∑
j=1

|aj,k|2 < ∞. (3.16)

The kth row of A lies in l2 if and only if

∞∑
j=1

|ak,j|2 < ∞. (3.17)

But, ak,j = aj,k for every j, k , as A is self-adjoint. So, |ak,j| = |aj,k| = |aj,k| . Thus,

∞∑
j=1

|aj,k|2 < ∞ if and only if
∞∑

j=1

|ak,j|2 < ∞.

That is, the kth column of A lies in l2 if and only if the kth row of A lies in l2 .

Hence (ii) and (iii) are equivalent. �
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Example 3.2.4.

(a) Let (k1, k2, k3, . . .) be a sequence of non-zero numbers such that |kn| → ∞ as

n → ∞ . Consider the diagonal matrix

A =




k1 0

k2

k3

0 . . .




. (3.18)

Then A is unbounded. A is self-adjoint if and only if k1, k2, k3, . . . are all real.

Now Aej = (0, 0, . . . , 0, kj, 0, . . .) (written as a row vector), where kj occurs in

the jth place and all other co-ordinates are 0.

So, ‖Aej‖ = |kj| < ∞, j = 1, 2, 3, . . . . Hence ej ∈ D(A) for j = 1, 2, 3, . . .

and D(A) is dense in l2 . Thus, every diagonal matrix defines a densely-defined

operator in l2 .

(b) Let c00 be the space of ultimately zero sequences. That is, c00 = {x = (xj) /all

but finitely many xj ’s are 0} . Note that, if x ∈ c00 , then x ∈ l2 . Let

s1, s2, s3, . . . ∈ c00 and A be the infinite matrix A = (s1, s2, s3, . . .) with sj

as the jth column of A · sj ∈ l2 as it belongs to c00 .

Hence, by proposition 3.2.1., A defines a densely-defined operator in l2 . Thus,

if each column of a matrix A contains only a finite number of non-zero terms,

then A defines a densely-defined operator in l2 .

(c) Consider the matrix
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A =




1 1/2 1/4 1/8 1/16 · · ·
1/2 2 1/2 1/4 1/8 · · ·
1/4 1/2 4 1/2 1/4 · · ·
1/8 1/4 1/2 8 1/2 · · ·
1/16 1/8 1/4 1/2 16 · · ·

...
...

...
...

... · · ·




.

Aej is the jth column of A and the jth column contains the entry 2j−1 . So,

‖Aej‖ ≥ 2j−1, for j = 1, 2, 3, . . . (3.19)

Thus ‖Aej‖ → ∞ as j → ∞ , whereas ‖ej‖ = 1 for every j . Hence A is

unbounded. Now, each column of A is square-summable and hence belongs to

l2 . So, by proposition 3.2.1., D(A) contains (ej) and A is densely-defined. �

3.3 Truncations and the Resolvent Convergence

Let A = (aj,k)j,k∈N define a self-adjoint operator and An = PnAPn/Hn , where Hn =

span{e1, e2, . . . , en} and Pn is the (orthogonal) projection on H = l2 with range Hn .

Here ej = (0, 0, . . . , 0 , 1, 0, 0, . . .) , the element in l2 whose jth co-ordinate is 1 and

all other co-ordinates are 0. An is, in fact, the n × n truncation (n × n principal

section) of A , given in (3.6).

Since A is self-adjoint, aj,k = ak,j for all j, k . Hence An is self-adjoint, as An is

bounded for all n .

Suppose A is invertible and (An) converges to A in the strong resolvent sense.

Then, by Remark 2.3.6 (b), (An) is an applicable method for A if and only if (An)
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is stable. So, the primary question is: when does the sequence of truncations (An)

converge to A in the strong resolvent sense? (An) is said to converge to A in the strong

resolvent sense if Rλ(An)Pn converges to Rλ(A) strongly for every (consequently for

some) λ ∈ C\R , where Rλ(A) = (λI−A)−1 . I being the identity matrix (operator).

We have established certain sufficient conditions in Section 2.5 of Chapter 2 for the

resolvent convergence of (An) to A . We list them here.

(a) (Theorem 2.5.1) If A(Hn) ⊆ Hn for every n ≥ no , for some no , then An → A

in the strong resolvent sense.

(b) (Theorem 2.5.2) If G = {(x,Ax )/x ∈ ∪Hn} is dense in the graph Γ(A) of A ,

then An → A in the strong resolvent sense.

(c) (Corollary 2.5.5) If APnx → Ax for every x ∈ D(A) , then (An) → A in the

strong resolvent sense.

For invertible A , we have

(d) (Corollary 2.5.6) If A(∪Hn) is dense in H(= l2) , then An → A in the strong

resolvent sense.

Example 3.3.1. Let A be the diagonal matrix

A =




k1 0

k2

k3

0 . . .




,

where k1, k2, k3 . . . are all real, so that A is self-adjoint.
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Let x = (x1, x2, . . . , xn, 0, 0, . . .) ∈ Hn . Then

Ax =




k1 0 0 0 · · ·
0 k2 0 0 · · ·
0 0 k3 0 · · ·
0 0 0 k4 · · ·
...

...
...

...
...







x1
...

xn

0
...




= (k1x1, k2x2, . . . knxn, 0, 0, . . .) ∈ Hn.

Thus A(Hn) ⊆ Hn for every n . Hence by Theorem 2.5.1, An → A in the strong

resolvent sense. �

Lemma 3.3.2. Let A = (aj,k)j,k∈N be self-adjoint and invertible. Let ck = (a1k, a2k,

a3k, . . .) . That is, ck is the kth column of A . Suppose span {c1, c2, c3, . . .} is dense

in l2 . Then, An → A in the strong resolvent sense.

Proof. Let (en) be the standard orthonormal basis for l2 . Then, for k = 1, 2, 3, . . . ,

Aek = ck , the kth column of A . For n = 1, 2, 3, . . . , Hn = span {e1, e2, . . . , en} .

Therefore, ∪Hn = span {e1, e2, e3, . . .} . Hence, A(∪Hn) = span {Ae1,Ae2,Ae3, . . .} ,

by the linearity of A . Thus, A(∪Hn) = span {c1, c2, c3, . . .} , as Aek = ck, k =

1, 2, 3, . . . .

By assumption, span {c1, c2, c3, . . .} is dense l2 .

So, A(∪Hn) is dense in l2 . Therefore, by Corollary 2.5.6, An → A in the strong

resolvent sense. �

Let A = (aj,k)j,k∈N be self-adjoint. Let cj be the jth column of A , so that

A = (c1, c2, c3, . . .) . Let ∆(A) be the subset of D(A) defined by ∆(A) = {x =

74



(x1, x2, x3, . . .) ∈ D(A)/Ax = c1x1 + c2x2 + · · · } . Then, ∆(A) is a dense subspace of

D(A) . That ∆(A) is a subspace can be directly verified. To show the denseness of

∆(A) in D(A) , we will show that ∆(A) contains ∪Hn . For, let x ∈ ∪Hn . Then,

x ∈ Hm for some m . But Hm = span{e1, e2, . . . , em} , where for each j , ej is the

vector whose jth co-ordinate is 1 and all other co-ordinates are 0.

So, x = (x1, x2, . . . , xm, 0, 0, 0, . . .) , where x1, x2, . . . , xm are scalars, or, x = x1e1 +

x2e2 + · · · + xmem . Since A is linear, Ax = x1Ae1 + x2Ae2 + · · · + xm Aem = x1c1 +

x2c2 + · · ·+xmcm , as Aej = cj . Thus, Ax = c1x1 +c2x2 + · · ·+cmxm +cm+10+ · · · So

x ∈ ∆(A) . Hence, ∪Hn ⊆ ∆(A) ⊆ D(A) . Now, ∪Hn is dense in D(A) . Therefore,

∆(A) is dense in D(A) .

Lemma 3.3.3.

∆(A) = {x ∈ D(A)/APnx → Ax}.

Proof. Let x = (x1, x2, x3, . . .) ∈ D(A) .

Then,

Pnx = (x1, x2, . . . , xn, 0, 0, . . .)

= x1e1 + x2e2 + · · · + xnen.

So,

APnx = A(x1e1 + x2e2 + · · · + xnen)

= x1Ae1 + x2Ae2 + · · · + xnAen

= x1c1 + x2c2 + · · · + xncn,

since Aej = cj , for each j .
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By definition, ∆(A) = {x ∈ D(A)/Ax = c1x1 + c2x2 + · · · } .

So, x ∈ ∆(A) if and only if Ax = c1x1 + c2x2 + · · · if and only if Ax = lim
n→∞

(c1x1 +

c2x2 + · · · + cnxn) if and only if Ax = lim
n→∞

APnx if and only if APnx → Ax .

Thus, ∆(A) = {x ∈ D(A)/APnx → Ax} . �

Theorem 3.3.4. Let A = (aj,k)j,k∈N be self-adjoint. Put A∆ = A|∆(A) . Suppose A∆

is essentially self-adjoint. Then An → A in the strong resolvent sense.

Proof. D(A∆) = ∆(A) . Let x, y ∈ D(A∆) . Then 〈A∆x, y〉 = 〈Ax , y〉 = 〈x,Ay〉 , as

A is self-adjoint.

And 〈x,A∆y〉 = 〈x,Ay〉 .

Thus, 〈A∆x, y〉 = 〈x,A∆y〉 for all x, y ∈ D(A∆) .

So, A∆ is symmetric.

Let x ∈ ∆(A) .

By Lemma 3.3.3, APnx → Ax . Hence, AnPnx = PnAPnx → Ax , since Pn → I

strongly.

Take λ = i . Put z = (λI − A)x . Then, as in the proof of Theorem 2.5.2 (for

proving (2.46)), we can prove that

Rλ(AnPn)z → Rλ(A)z.

That is, Rλ(AnPn)z → Rλ(A)z for all z ∈ (λI − A)(∆(A)) .

Or,

Rλ(AnPn)z → Rλ(A)z for all z ∈ R(λI − A∆). (3.20)
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By assumption, A∆ is essentially self-adjoint. So by Theorem 1.4.9, R(A∆ − iI ) =

R(A∆ − λI) is dense in l2 .

Hence, R(λI − A∆) is dense in l2 , since R(λI − A∆) = R(A∆ − λI) . Let y ∈ l2

and ε > 0 .

There exists z ∈ R(λI − A∆) such that

‖y − z‖ < ε/3. (3.21)

(3.20) implies that there is a positive integer n0 such that

‖Rλ(AnPn)z −Rλ(A)z‖ < ε

3
for all n ≥ n0. (3.22)

Now consider,

‖Rλ(AnPn)y −Rλ(A)y‖ ≤ ‖Rλ(AnPn)y −Rλ(AnPn)z‖

+ ‖Rλ(AnPn)z −Rλ(A)z‖ + ‖Rλ(A)z −Rλ(A)y‖

≤ ‖Rλ(AnPn)‖ ‖y − z‖ + ε/3 + ‖Rλ(A)‖ ‖z − y‖

for all n ≥ n0 , from(3.22). Now, ‖Rλ(AnPn)‖ ≤ |Imλ|−1 = 1 , as λ = i , using

Proposition 1.4.7 and similarly ‖Rλ(A)‖ ≤ 1 .

Hence, ‖Rλ(AnPn)y −Rλ(A)y‖ < ε/3 + ε/3 + ε/3 for all n ≥ n0 , using (3.21).

That is, ‖Rλ(AnPn)y−Rλ(A)y‖ < ε for all n ≥ n0 . Thus, Rλ(AnPn)y → Rλ(A)y .

Since y ∈ l2 is arbitrary, AnPn → A is the strong resolvent sense.

Equivalently, An → A in the strong resolvent sense. �
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3.4 Unbounded Toeplitz Matrices

Let (an)∞
n=−∞ be a sequence of-complex numbers. The Toeplitz matrix defined by

(an)∞
n=−∞ is the infinite matrix

A =




a0 a−1 a−2 · · ·
a1 a0 a−1 · · ·
a2 a1 a0 · · ·
· · · · · ·
· · · · · ·
· · · · · ·




(3.23)

It is well known that (Theorem 1.8.1) A generates a bounded operator on l2 if and

only if (an) is the sequence of Fourier coefficients of a function a ∈ L∞(T) , where T

denotes the unit circle in the complex plane:

T = {z ∈ C/|z| = 1}.

This celebrated result was established by Toeplitz (1911). We may denote the matrix

A in (3.23) by T (a) . Thus, if a ∈ L1(T)\L∞(T) , the operator generated by T (a) is

not bounded on l2 .

In this section we deal with unbounded self-adjoint Toeplitz matrices T (a) , where

a ∈ L2(T) . The reason for taking a ∈ L2(T) instead of L1(T) is justified in the

following proposition.

Proposition 3.4.1. Let T (a) be self-adjoint. Then the domain of T (a) contains the

standard orthonormal basis {e1, e2, e3, · · · } if and only if a ∈ L2(T) .

Proof. By proposition 3.2.3., the domain of T (a) contains the standard orthonormal

basis {e1, e2, e3, · · · } if and only if each of the columns (rows) of T (a) lies in l2 . Hence,
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it is enough to prove that the columns (rows) of T (a) lie in l2 if and only if a ∈ L2(T) .

T (a) =




a0 a−1 a−2 · · ·
a1 a0 a−1 · · ·
a2 a1 a0 · · ·
...

...
...

...




Here, an is the nth Fouries coefficient of a (n ∈ Z) . But a ∈ L2(T) if and only if

(an) ∈ l2(Z) . Thus, it suffices to show that the columns (rows) of T (a) lie in l2 if and

only if (an)n∈Z ∈ l2(Z) . Suppose (an) ∈ l2(Z) . That is,

∞∑
n=−∞

|an|2 < ∞. (3.24)

Then, obviously
∞∑

n=N

|an|2 < ∞ for N = 0,−1,−2, . . . (3.25)

Thus, every column of T (a) lies in l2 .

Conversely, assume that each column of T (a) lies in l2 . In particular, the first

column of T (a) lies in l2 . So,
∞∑

n=0

|an|2 < ∞. (3.26)

Now, by Proposition 3.2.3, each row of T (a) lies in l2 .

In particular, the first row lies in l2 . So,

∞∑
n=0

|a−n|2 < ∞. (3.27)

From (3.26) and (3.27),
∞∑

n=0

|an|2 +
∞∑

n=0

|a−n|2 < ∞.

That is,

|a0|2 +
∞∑

n=−∞
|an|2 < ∞,
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which implies
∑∞

n=−∞ |an|2 < ∞, or (an) ∈ l2(Z) . This completes the proof. �

Theorem 3.4.2. Let A = T (a) be self-adjoint with a ∈ L2(T) . Let D′ = D(A) ∩ l1 .

Let G′ = {(x,Ax )/x ∈ D′} . Suppose G′ is dense in Γ(A) . Then the sequence (An)

of truncations of A converges to A in the strong resolvent sense.

Proof. D′ = D(A) ∩ l1 . Then, D′ is dense in D(A) . Let x ∈ D′ .

Let (an)n∈Z be the sequence of Fourier coefficients of a .

Since a ∈ L2(T),
∑
n∈Z

|an|2 < ∞ .

Let
∑
n∈Z

|an|2 = α2 .

Let cj be the jth column of A = T (a) .

Then ‖cj‖2 ≤ ∑
n∈Z

|an|2 ≤ α2 , so that

‖cj‖2 ≤ α for each j. (3.28)

Here ‖ ‖ denotes the l2 -norm.

Suppose x = (x1, x2, x3, . . .) .

Then for each n ,

Pnx = (x1, x2, . . . , xn, 0, 0, . . .)

= x1e1 + x2e2 + · · · + xnen.

Therefore,

APnx = x1Ae1 + x2Ae2 + · · · + xnAen, as A is linear

= x1c1 + x2c2 + · · · + xncn.
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Thus, for n > m ,

APnx− APmx = xm+1cm+1 + · · · + xncn.

Hence,

‖APnx− APmx‖ ≤ |xm+1|‖cm+1‖ + · · · + |xn|‖cn‖

≤ α(|xm+1| + · · · + |xn|) (3.29)

using(3.28).

Now
∞∑

n=1
|xn| < ∞ , as x = (xn) ∈ D′ ⊆ l1 . So, for given ε > 0 , there exists n0

such that |xm+1|+ · · ·+ |xn| < ε for all m,n,≥ n0 . Hence, (3.29) implies that (APnx)

is a Cauchy sequence in H = l2 . Since l2 is complete, there exists y ∈ l2 such that

(APnx) converges to y in l2 . But (Pnx) converges to x and A is closed.

So,

y = Ax .

Thus, APnx → Ax for all x ∈ D′ .

Hence, (Pnx,APnx) → (x,Ax ) in l2 × l2 for all x ∈ D′ .

Let

G = {(x,Ax )/x ∈ ∪Hm}.

For x ∈ D′ , Pnx ∈ Hn ⊆ ∪Hm . So, (Pnx,APnx) is a sequence in G . Thus, for

every (x,Ax ) ∈ G′ , there is a sequence (Pnx,APnx) ⊆ G such that (Pnx,APnx) →
(x,Ax ) . So, G is dense in G′ .

By assumption, G′ is dense in Γ(A) . Hence G is dense in Γ(A) .

So, by Theorem 2.5.2, An → A in the strong resolvent sense. �

81



Chapter 4

APPROXIMATION NUMBERS OF

UNBOUNDED OPERATORS

Approximation numbers are generalizations of the classical singular values. In this

chapter, we discuss a few approximation numbers of unbounded operators.

4.1 Relative Approximation Numbers

Relative approximation numbers of relatively bounded operators are introduced by

M.N.N. Namboodiri and A.V. Chithra [14]. Let us prove a limiting property of relative

approximation numbers in this section. Relative bounds are used to define relative

approximation numbers.

Definition 4.1.1. Let T be a densely-defined linear operator in H . A linear operator

A in H with D(A) ⊇ D(T ) is said to be relatively bounded with respect to T , or

simply T -bounded, if there are nonnegative constants a and b such that

‖Ax‖ ≤ a‖x‖ + b‖Tx‖ for all x ∈ D(T ). (4.1)
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The infemum of all possible b satisfying (4.1) is called the relative bound of A with re-

spect to T , or simply the T-bound of A . We may denote the T -bound of A by bT (A) .

Suppose A is bounded on H and T is any densely-defined operator in H .

Then ‖Ax‖ ≤ ‖A‖‖x‖ = ‖A‖ ‖x‖ + 0‖Tx‖ for all x ∈ D(T ) .

Thus, every bounded operator A on H is T -bounded for any T and bT (A) = 0 .

We write A ∈ BT (H) to mean that A is T -bounded. It is clear that B(H) ⊆ BT (H)

for any T , where B(H) denotes the class of bounded operators on H .

Remark 4.1.2. Let A ∈ BT (H) and L ∈ B(H) . Then, bT (A+ L) = bT (A) .

Proof. We have, for x ∈ D(T ) ,

‖(A+ L)x‖ ≤ ‖Ax‖ + ‖Lx‖

≤ a‖x‖ + b‖Tx‖ + ‖Lx‖, by (4.1)

≤ a‖x‖ + b‖Tx‖ + ‖L‖‖x‖

= (a+ ‖L‖)‖x‖ + b‖Tx‖ (4.2)

Hence, A+ L ∈ BT (H) and bT (A+ L) ≤ b , for every b satisfying (4.1).

This implies, bT (A+L) ≤ inf{b} , where the infemum is taken over all ‘ b ’ satisfying

(4.1).

The infemum of all such ‘ b ’ is bT (A) .

Hence,

bT (A+ L) ≤ bT (A). (4.3)

Replacing A by A+ L and L by −L in (4.3), we get,

bT (A) ≤ bT (A+ L). (4.4)
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From (4.3) and (4.4), we get,

bT (A) = bT (A+ L). (4.5)

�

Proposition 4.1.3. Suppose T is densely-defined and A and B are T -bounded in

H . Then bT (A+B) ≤ bT (A) + bT (B) .

Proof. As A and B are T -bounded, D(T ) ⊆ D(A) and D(T ) ⊆ D(B) .

Therefore, D(T ) ⊆ D(A) ∩D(B) . Thus, A+B is a densely-defined operator in H

with domain D(A+B) = D(A) ∩D(B) ⊇ D(T ) .

Let ε > 0 be given.

Then, by the definition of bT (A) and bT (B) , there are constants b1 and b2 with

b1 < bT (A) + ε and b2 < bT (B) + ε and constants a1 and a2 such that

‖Ax‖ ≤ a1‖x‖ + b1‖Tx‖ for all x ∈ D(T ) and

‖Bx‖ ≤ a2‖x‖ + b2‖Tx‖ for all x ∈ D(T ).

Now,

‖(A+B)x‖ ≤ ‖Ax‖ + ‖Bx‖

≤ (a1 + a2)‖x‖ + (b1 + b2)‖Tx‖ for all x ∈ D(T ).

Hence

bT (A+B) ≤ b1 + b2

< bT (A) + ε+ bT (B) + ε = bT (A) + bT (B) + 2ε.
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Since ε > 0 is arbitrary,

bT (A+B) ≤ bT (A) + bT (B). (4.6)

�

Remark 4.1.4. If b is chosen very close to bT (A) in (1), the other constant a will

have to be chosen very large, in general. Thus, there may not exist a finite constant

a , satisfying

‖Ax‖ ≤ a‖x‖ + bT (A)‖Tx‖ for all x ∈ D(T ). (4.7)

But for many cases, finite ‘ a ’ satisfying (4.7) exists. In those cases, we may say that

A is strongly T -bounded. We denote the class of strongly T -bounded operators by

B′
T (H) .

Definition 4.1.5. Suppose A ∈ B′
T (H) . Let a0 be the infemum of all ‘ a ’ satisfy-

ing (4.7). a0 is called the relative co-bound of A with respect to T or simply the co

T -bound of A , and is denoted by b′T (A) .

If A is T -bounded, but not strongly, we set b′T (A) = ∞ .

From (4.7), it is explicit that, for A ∈ B′
T (H) ,

‖Ax‖ ≤ b′T (A)‖x‖ + bT (A)‖Tx‖ for all x ∈ D(T ). (4.8)

Note. If A ∈ B(H) , then A ∈ B′
T (H) with bT (A) = 0 and b′T (A) = ‖A‖ . Also we

note that if A ∈ B′
T (H) , then A+ L ∈ B′

T (H) for every bounded operator L and

b′T (A+ L) ≤ b′T (A) + ‖L‖, (4.9)

since bT (A+ L) = bT (A).

Now let us define relative approximation numbers [14].
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Definition 4.1.6. Let T be a closed operator in H and A be T -bounded. For k =

1, 2, 3, . . . , the kth relative approximation number s′
k,T (A) is defined as

s′
k,T (A) = inf{b′T (A− F )/F ∈ B(H), rank F ≤ k − 1}. (4.10)

Also we define

s′
∞,T (A) = inf{b′T (A−K)/K ∈ K(H)}, (4.11)

where K(H) denotes the class of compact operators on H .

We note that s′
k,T (A) can be ∞ .

It is clear from the definitions that

b′T (A) = s′
1,T (A) ≥ s′

2,T (A) ≥ · · · ≥ 0 (4.12)

and

s′
k,T (A) ≥ s′

∞,T (A) for k = 1, 2, 3, . . . . (4.13)

Theorem 4.1.7. Let A ∈ B′
T (H) . Then

lim
k→∞

s′
k,T (A) = inf

k=1,2,3,...
s′

k,T (A) = s′
∞,T (A).

Proof. Let

m = inf
k=1,2,3,...

s′
k,T (A).

Then (4.13) implies that

m ≥ s′
∞,T (A). (4.14)

Now let ε > 0 and K ∈ K(H) .

We can find a finite rank operator F such that

‖K − F‖ < ε. (4.15)
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For x ∈ D(T ) , consider

‖(A− F )x‖ = ‖(A−K)x+ (K − F )x‖

≤ ‖(A−K)x‖ + ‖K − F‖‖x‖

≤ b′T (A−K)‖x‖ + bT (A−K)‖Tx‖ + ε‖x‖, (4.16)

by (4.15).

But bT (A−K) = bT (A) = bT (A− F ) , from (4.5).

Therefore, (4.16) becomes

‖(A− F )x‖ ≤ [b′T (A−K) + ε]‖x‖ + bT (A− F )‖Tx‖ for every x ∈ D(T ). (4.17)

Hence

b′T (A− F ) ≤ b′T (A−K) + ε. (4.18)

Let rank F = k − 1 .

Then (4.18) implies

s′
k,T (A) ≤ b′T (A−K) + ε, as s′

k,T (A) ≤ b′T (A− F ),

which implies m ≤ b′T (A−K) + ε, (4.19)

from the definition of m .

As ε > 0 is arbitrary, we get, m ≤ b′T (A−K) .

Since this is true for every K ∈ K(H) ,

m ≤ inf{b′T (A−K)/K ∈ K(H)}.

That is, m ≤ s′
∞,T (A). (4.20)

From (4.14) and (4.20) we get, m = s′
∞,T (A) .
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That is, inf{s′
k,T (A)/k = 1, 2, 3, . . . } = s′

∞,T (A) .

Again, since s′
1,T (A) ≥ s′

2,T (A) ≥ · · · , infk=1,2,3,... s
′
k,T (A) = limk→∞ s′

k,T (A) .

Hence the proof. �

Proposition 4.1.8. Let A be T -bounded. If s′
k,T (A) is finite for some k , then

s′
k,T (A) is finite for every k .

Proof. Let k ≥ 1 .

It is enough to prove that s′
k,T (A) is finite if and only if s′

1,T (A) is finite.

Suppose s′
1,T (A) is finite.

Then, obviously s′
k,T (A) is finite, since s′

1,T (A) ≥ s′
k,T (A) ≥ 0 .

Conversely, assume that s′
k,T (A) is finite.

That is,

inf{b′T (A− F )/F ∈ B(H), rank F ≤ k − 1} = s′
k,T (A) < ∞.

Hence, there is F ∈ B(H) with rank F ≤ k − 1 such that

b′T (A− F ) < s′
k,T (A) + 1 < ∞.

Now

b′T (A) = b′T (A− F + F )

≤ b′T (A− F ) + ‖F‖, by (4.9)

< ∞.

That is, s′
1,T (A) < ∞ . �
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Remark 4.1.9.

(a) From the above result we observe the following:

s′
k,T (A) is finite for some k if and only if s′

k,T (A) is finite for every k if and

only if s′
1,T (A) = b′T (A) is finite. Thus, for A ∈ B′

T (A), s′
k,T (A) is finite for

k = 1, 2, 3, . . .

(b) In a similar manner we can prove that s′
∞,T (A) is finite if and only if s′

1,T (A) =

b′T (A) is finite. That is, if and only if A is strongly T -bounded. If

s′
∞,T (A) = inf{b′T (A−K)/K ∈ K(H)} < ∞,

then, there is K ∈ K(H) such that b′T (A−K) < ∞ .

Now,

b′T (A) = b′T (A−K +K)

≤ b′T (A−K) + ‖K‖ < ∞.

The other part is obvious, since b′T (A) = s′
1,T (A) ≥ s′

∞,T (A) ≥ 0 .

(c) We note that A is strongly T -bounded if and only if b′T (A) = s′
1,T (A) is

finite. Also, s′
1,T (A) is finite if and only if s′

k,T (A) is finite for any k and

s′
∞,T (A) is finite. So, if A is T -bounded but not strongly, then s′

k,T (A) = ∞
for k = 1, 2, 3, . . . and s′

∞,T (A) = ∞ . Thus, Theorem 4.1.7 is still valid even if

A is T -bounded but not strongly. However, this is an uninteresting case as all

s′
k,T (A) and s′

∞,T (A) are ∞ . �

Example 4.1.10. Let H be a separable Hilbert space and let {e1, e2, e3, . . . } be an

orthonormal basis for H . Then x =
∑∞

k=1〈x, ek〉ek for every x ∈ H .
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Define T and A by

Tx =
∞∑

k=1

k〈x, ek〉ek and

Ax =
∞∑

k=1

k1/2〈x, ek〉ek.

Then T and A are densely-defined operators in H with domains

D(T ) =
{
x ∈ H

/ ∞∑
k=1

k2|〈x, ek〉|2 < ∞
}

and

D(A) =
{
x ∈ H

/ ∞∑
k=1

k|〈x, ek〉|2 < ∞
}

respectively.

In fact,

D(T ) ⊇ span {e1, e2, e3, . . . } and

D(A) ⊇ span {e1, e2, e3, . . . }.

Claim: D(A) ⊇ D(T ) .

Let x ∈ D(T ) . Then

∞∑
k=1

k2|〈x, ek〉|2 < ∞.

Hence,
∑∞

k=1 k|〈x, ek〉|2 < ∞ , by comparision test, since k ≤ k2 , for k = 1, 2, 3, . . .

So, x ∈ D(A) .

Thus, D(A) ⊇ D(T ) .

Now, for x ∈ D(T ) ,

‖Tx‖2 =
∞∑

k=1

k2|〈x, ek〉|2 and

‖Ax‖2 =
∞∑

k=1

k|〈x, ek〉|2.
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Also,

‖x‖2 =
∞∑

k=1

|〈x, ek〉|2.

It is clear that ‖Ax‖2 ≤ ‖Tx‖2 for every x ∈ D(T ) , as k ≤ k2, k = 1, 2, 3, . . . .

Hence ‖Ax‖ ≤ ‖Tx‖ = 0 ‖x‖ + ‖Tx‖ for every x ∈ D(T ) .

Thus A is T -bounded.

It is proved in [14] that s′
1,T (A) = ∞ .

Let us give a proof in a slightly different manner:

Let ε > 0 be given. Choose a ≥ 1
2ε

.

Then 4a2ε2 ≥ 1 or 1 − 4a2ε2 ≤ 0 .

This implies, ε2t2 − t+ a2 ≥ 0 for all real t .

In particular, ε2k2 − k + a2 ≥ 0 for k = 1, 2, 3, . . .

So, ε2k2 + a2 ≥ k for k = 1, 2, 3, . . .

Hence, ε2 ∑∞
k=1 k

2|〈x, ek〉|2 + a2 ∑∞
k=1 |〈x, ek〉|2 ≥ ∑∞

k=1 k|〈x, ek〉|2 , for x ∈ D(T ) .

That is,

ε2‖Tx‖2 + a2‖x‖2 ≥ ‖Ax‖2 for all x ∈ D(T ) .

Thus,

‖Ax‖2 ≤ a2‖x‖2 + ε2‖Tx‖2

≤ a2‖x‖2 + ε2‖Tx‖2 + 2aε‖x‖‖Tx‖

= (a‖x‖ + ε‖Tx‖)2 for every x ∈ D(T ).
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This implies, ‖Ax‖ ≤ a‖x‖ + ε‖Tx‖ for every x ∈ D(T ) .

Hence bT (A) ≤ ε .

Since ε > 0 is arbitrary, bT (A) = 0 .

Then, b′T (A) must be ∞ . For, if b′T (A) < ∞ , then,

‖Ax‖ ≤ b′T (A)‖x‖ + bT (A)‖Tx‖ = b′T (A)‖x‖, as bT (A) = 0 .

This is not possible, since A is unbounded.

So, b′T (A) = ∞ . That is, s′
1,T (A) = ∞ . Now by Proposition 4.1.8 and the subse-

quent remark, s′
k,T (A) = ∞ for every k and s′

∞,T (A) = ∞ .

4.2 Approximation Number Sets

The notion of approximation number sets was introduced and few properties were

discussed in [14]. Our objective is to see the relationship between the eigenspectrum

and the first approximation number set of a closed (unbounded) operator. First let

us recall the definition of approximation number sets. For a Hilbert space H, C(H)

denotes the class of closed operators in H .

Definition 4.2.1. For A ∈ C(H) , let ωA(H) = {T∈ C(H)/A is strongly T -bounded } .

Let k be a positive integer. The kth approximation number set s̃k(A) is defined as

s̃k(A) = {s′
k,T (A)/T ∈ ωA(H)}. (4.21)

In the following theorem we will establish the partial connection between the approx-

imation number set s̃1(A) of a closed operator A and its approximate eigenspectrum.
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A scalar λ is said to be an approximate eigenvalue of A if there exists a sequence

(xn) in H with ‖xn‖ = 1 for all n such that

‖Axn − λxn‖ → 0.

The set of all approximate eigenvalues of A is called the approximate eigenspectrum

of A and is denoted by a(A) . It is clear that e(A) ⊆ a(A) , where e(A) is the

eigenspectrum of A .

A is said to be bounded below if there is a constant c > 0 such that c‖x‖ ≤ ‖Ax‖
for every x ∈ D(A) . Equivalently, A is bounded below if and only if c‖x‖ ≤ ‖Ax‖
for every x ∈ D(A) with ‖x‖ = 1 , provided H �= {0} .

Let H �= {0} .

Then, λ ∈ a(A) if and only if there exists a sequence (xn) in H with ‖xn‖ = 1 for

all n such that ‖(A − λI)xn‖ → 0 if and only if there does not exists a c > 0 such

that c‖x‖ ≤ ‖(A−λI)x‖ for all x ∈ D(A) with ‖x‖ = 1 if and only if A−λI is not

bounded below.

Thus,

a(A) = {λ/A− λI is not bounded below}.

Theorem 4.2.2. Let A be an unbounded, closed operator in a Hilbert space H �= {0} .

Then, |a(A)| ⊆ s̃1(A) .

|a(A)| denotes the set {|k|/k ∈ a(A)}.

Proof. If a(A) is empty, the result is obvious. So, assume that a(A) is not empty.

Let λ ∈ a(A).

Put T = A− λI.
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Then D(T ) = D(A) and for x ∈ D(T ) ,

‖Ax‖ = ‖(A− λI)x+ λx‖

≤ ‖(A− λI)x‖ + |λ|‖x‖.

That is, ‖Ax‖ ≤ |λ|‖x‖ + ‖Tx‖. (4.22)

Thus A is T -bounded, with T -bound ≤ 1 .

We claim that the T -bound is actually equal to 1.

Suppose

‖Ax‖ ≤ a‖x‖ + t‖(A− λI)x‖ (4.23)

for every x ∈ D(T ) , for some t < 1 .

Then, for every x ∈ D(T ) , we have,

‖(A− λI)x‖ ≤ ‖Ax‖ + |λ|‖x‖

≤ a‖x‖ + t‖(A− λI)x‖ + |λ|‖x‖, using (4.23).

This implies, (1 − t)‖(A− λI)x‖ ≤ (α+ |λ|)‖x‖ for all x ∈ D(T ) .

So, ‖(A− λI)x‖ ≤
(
a+ |λ|
1 − t

)
‖x‖ for all x ∈ D(T ) = D(A) . (4.24)

(4.24) implies that A− λI is bounded, which in turn implies that A is bounded. But

A is unbounded. Therefore, (4.23) cannot be true for any t < 1 . Hence, the T -bound

of A, bT (A) equals 1.

Thus (4.22) becomes,

‖Ax‖ ≤ |λ|‖x‖ + bT (A)‖Tx‖ for all x ∈ D(T ).

So, A is strictly T -bounded and

b′T (A) ≤ |λ|. (4.25)
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Now we claim that b′T (A) = |λ| .

If possible, let

‖Ax‖ ≤ β‖x‖ + ‖(A− λI)x‖ for every x ∈ D(T ) , for some β < |λ| . (4.26)

Then, for x ∈ D(T ) ,

|λ|‖x‖ = ‖λx‖

= ‖(λI − A)x+ Ax‖

≤ ‖(A− λI)x‖ + ‖Ax‖

≤ ‖(A− λI)x‖ + β‖x‖ + ‖(A− λI)x‖, using (4.26)

= 2‖(A− λI)x‖ + β‖x‖.

This implies that

‖(A− λI)x‖ ≥ 1
2
(|λ| − β)‖x‖ for every x ∈ D(T ) = D(A) .

Thus, A− λI is bounded below.

So, λ /∈ a(A) , which is not the case.

Hence b′T (A) = |λ| .

Thus, s′
1,T (A) = b′T (A) = |λ| .

So, |λ| ∈ s̃1(A) .

Hence, |a(A)| ⊆ s̃1(A) . �

Corollary 4.2.3. |e(A)| ⊆ s̃1(A) , where e(A) is the eigenspectrum of A .

Proof. we have, e(A) ⊆ a(A) . So, |e(A)| ⊆ |a(A)| .

Hence, by Theorem 4.2.2, we get, |e(A)| ⊆ s̃1(A) . �
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Example 4.2.4. Let H be an infinite dimensional separable Hilbert space and let

{e1, e2, . . . } be an orthonormal basis for H . Define

Ax =
∞∑

n=1

kn〈x, en〉,

where (kn) is a sequence of positive numbers such that (kn) → ∞ as n → ∞ .

Then A is a closed operator. In fact, A is a self-adjoint operator.

For j = 1, 2, . . . , Aej = kjej , so that kj ∈ e(A) .

Hence s̃1(A) is unbounded, by Corollary 4.2.3. �

Remark 4.2.5. If A is an unbounded closed operator whose eigenspectrum is un-

bounded, then s̃1(A) is an unbounded set. (This is evident from Corollary 4.2.3). In

particular, s̃1(A) is unbounded for every closed operator A with compact resolvent.

Caution: Theorem 4.2.2 is not true for bounded operators.

Let A be a bounded operator on H .

s̃1(A) = {s′
1,T (A)/T ∈ ωA(H)}

= {b′T (A)/T ∈ ωA(H)}.

But b′T (A) = ‖A‖ for any T if A is a bounded operator.

Thus s̃1(A) is the singleton set {‖A‖} .

Take H = l2 and suppose A : l2 → l2 is given by A(x1, x2, . . .) = (x1,
x2
2 ,

x3
3 , . . .) .

Then, {
1,

1
2
,
1
3
, . . .

}
⊆ e(A) ⊆ a(A).

|a(A)| , being an infinite set, cannot be contained in the singleton set s̃1(A) .
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Remark 4.2.6. s′
k,T (An) need not converge to s′

k,T (A) even when An → A in the

resolvent sense.

For example, let An : l2 → l2 be defined by

An(x1, x2, x3, . . .) = (x1, 2x2, 3x3, . . . , nxn, 0, 0, 0, . . .), n = 1, 2, 3, . . .

and

A(x1, x2, x3, . . .) = (x1, 2x2, 3x3, . . .)

with D(A) =
{
x = (x1, x2, . . .) ∈ l2

/ ∞∑
n=1

n2|xn|2 < ∞
}
.

Then An → A in the resolvent sense.

Let k be any positive integer. Then k ∈ e(A) ⊆ a(A) .

For T = A− kI , s′
1,T (A) = b′T (A) = |k| = k.

But

s′
1,T (An) = b′T (An)

= ‖An‖, as An is bounded

= n.

Thus, s′
1,T (An) → ∞ as n → ∞ , whereas s′

1,T (A) = k .

Note: In the above example, s′
1,T (An) are independent of T whereas s′

1,T (A) is

dependent on T .

4.3 Generalized Relative Approximation Numbers

In this section we introduce another kind of relative approximation numbers, namely,

generalized relative approximation numbers, of unbounded operators which are bounded
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relative to a given unbounded operator. These numbers satisfy several properties satis-

fied by the numbers sk,T , including the limiting property. There is an advantage with

these numbers. For every operator A , bounded relative to T , the generalized relative

approximation numbers exist and are finite, even if A is not strongly T -bounded.

Generalized relative approximation numbers are defined using generalized relative

bounds. We introduce generalized relative bounds first.

Let us recall the definition of relative boundedness:

Let H be a Hilbert space and T be a densely-defined linear operator in H . A

linear operator A in H with D(A) ⊇ D(T ) is T -bounded if there are non-negative

(finite) constants a and b such that

‖Ax‖ ≤ a‖x‖ + b‖Tx‖ for all x ∈ D(T ) .

We remark that A is T -bounded if and only if there exists α < ∞ such that

‖Ax‖ ≤ α(‖x‖ + ‖Tx‖) for all x ∈ D(T ) . (4.27)

If A is T -bounded, (4.27) is satisfied with α = max{a, b} .

Conversely, if (4.27) holds for some α , then, (4.1) is satisfied with a = b = α in

(4.1) and A is T -bounded.

Definition 4.3.1. Let A be T -bounded in H . The infemum of all ‘α ’ satisfying

(4.27) is called the generalized relative bound of A with respect to T , or simply the

generalized T -bound of A , and is denoted by gT (A) .

Remark 4.3.2.

(i) (4.27) implies,

‖Ax‖ ≤ gT (A)(‖x‖ + ‖Tx‖) for all x ∈ D(T ) . (4.28)
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(ii) If A is a bounded operator, we have,

‖Ax‖ ≤ ‖A‖‖x‖ ≤ ‖A‖(‖x‖ + ‖Tx‖) for all x ∈ D(T ) . (4.29)

Hence

gT (A) ≤ ‖A‖ for A ∈ B(H) . (4.30)

(iii) Suppose A and B are T -bounded.

Then D(A) ⊇ D(T ) and D(B) ⊇ D(T ) so that D(A) ∩D(B) ⊇ D(T ) .

Thus, A+B is a densely-defined operator with D(A+B) = D(A) ∩D(B) .

Also,

‖Ax‖ ≤ gT (A)(‖x‖ + ‖Tx‖) for all x ∈ D(T ) (4.31)

and,

‖Bx‖ ≤ gT (B)(‖x‖ + ‖Tx‖) for all x ∈ D(T ) . (4.32)

Now, for x ∈ D(T ) ,

‖(A+B)x‖ ≤ ‖Ax‖ + ‖Bx‖

≤ [gT (A) + gT (B)](‖x‖ + ‖Tx‖) from (4.31) and (4.32).

Hence

gT (A+B) ≤ gT (A) + gT (B). (4.33)

(iv) Suppose A is T -bounded and L is bounded on H .

Then, for x ∈ D(T ) ,

‖(A+ L)x‖ ≤ ‖Ax‖ + ‖Lx‖

≤ gT (A)(‖x‖ + ‖Tx‖) + ‖L‖‖x‖

≤ (gT (A) + ‖L‖)(‖x‖ + ‖Tx‖). (4.34)
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Hence A+ L is T -bounded and

gT (A+ L) ≤ gT (A) + ‖L‖. (4.35)

�

Now we define the generalized relative approximation numbers θk,T (A) .

Definition 4.3.3. Let A be T -bounded. For k = 1, 2, 3, . . . , define

θk,T (A) = inf{gT (A− F )/F ∈ B(H), rank F ≤ k − 1}. (4.36)

θk,T (A) is called the kth generalized approximation number of A relative to T .

Also we define

θ∞,T (A) = inf{gT (A−K)/K ∈ K(H)}, (4.37)

where K(H) denotes the class of compact operators on H .

Remark 4.3.4.

For A ∈ B(H), θk,T (A) ≤ sk(A), (4.38)

where sk(A) are the classical approximation numbers defined by

sk(A) = inf{‖A− F‖/F ∈ B(H), rank F ≤ k − 1}.

(4.38) is clear from the definitions, since

gT (A− F ) ≤ ‖A− F‖, from (4.30). �

Proposition 4.3.5. Let A be T -bounded and L be bounded. Then,

θk,T (A+ L) ≤ θk,T (A) + ‖L‖. (4.39)
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Proof. Let F ∈ B(H) and rank F ≤ k − 1 .

Now

θk,T (A+ L) = inf{gT (A+ L− F1)/F1 ∈ B(H), rank F1 ≤ k − 1}

≤ gT (A+ L− F )

≤ gT (A− F ) + ‖L‖, (4.40)

from (4.35).

(4.40) holds good for every F ∈ B(H) with rank F ≤ k − 1 .

Hence

θk,T (A+ L) ≤ inf{gT (A− F )/F ∈ B(H), rank F ≤ k − 1} + ‖L‖.

That is,

θk,T (A+ L) ≤ θk,T (A) + ‖L‖.

�

Theorem 4.3.6. For A ∈ BT (H),

lim
k→∞

θk,T (A) = inf
k=1,2,3,...

θk,T (A) = θ∞,T (A). (4.41)

Proof. Let

m = inf{θk,T (A)/k = 1, 2, 3, . . .}.

As every finite-rank operator is compact, it is clear from (4.36) and (4.37) that

θk,T (A) ≥ θ∞,T (A) for every k . (4.42)

(4.42) implies that

m ≥ θ∞,T (A). (4.43)
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Let ε > 0 be given and K ∈ K(H) .

We can find a finite-rank operator F1 such that

‖K − F1‖ < ε. (4.44)

Let k − 1 be the rank of F1 .

Now, for x ∈ D(T ) ,

‖(A−K)x‖ ≤ gT (A−K)[‖x‖ + ‖Tx‖] (4.45)

and

‖(A− F1)x‖ = ‖(A−K)x+ (K − F1)x‖

≤ ‖(A−K)x‖ + ‖K − F1‖‖x‖

= gT (A−K)[‖x‖ + ‖Tx‖] + ε‖x‖, by (4.45) and (4.44)

≤ gT (A−K)[‖x‖ + ‖Tx‖] + ε[‖x‖ + ‖Tx‖].

Thus,

‖(A− F1)x‖ ≤ (gT (A−K) + ε)[‖x‖ + ‖Tx‖]. (4.46)

Hence,

gT (A− F1) ≤ gT (A−K) + ε. (4.47)

Now, θk,T (A) ≤ gT (A−F1) , as θk,T (A) = inf{gT (A−F )/F ∈ B(H), rank F ≤ k− 1}
and rank F1 = k − 1 .

Hence,

θk,T (A) ≤ gT (A−K) + ε.

So,

m = inf{θk,T (A)/k = 1, 2, 3, . . . } ≤ gT (A−K) + ε. (4.48)

102



As ε > 0 is arbitrary, we get

m ≤ gT (A−K). (4.49)

(2.49) is true for every K ∈ K(H) .

Hence

m ≤ inf{gT (A−K)/K ∈ K(H)}.

That is

m ≤ θ∞,T (A). (4.50)

From (4.43) and (4.50),

m = θ∞,T (A).

That is,

inf{θk,T (A)/k = 1, 2, 3, . . . } = θ∞,T (A). (4.51)

It is direct from the definition of θk,T (Definition 4.3.3) that

θ1,T (A) ≥ θ2,T (A) ≥ · · · ≥ 0.

So, limk→∞ θk,T (A) exists and is equal to inf{θk,T (A)/k = 1, 2, 3, . . . } .

Hence

lim
k→∞

θk,T (A) = inf{θk,T (A)/k = 1, 2, 3, . . . } = θ∞,T (A).

�

Theorem 4.3.7. Suppose A and B are T -bounded. Then we have

θk1+k2−1,T (A+B) ≤ θk1,T (A) + θk2,T (B). (4.52)

Proof. Let F1, F2 ∈ B(H) with rank F1 ≤ k1 − 1 and rank F2 ≤ k2 − 1 .
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Put F = F1 + F2 .

Then, rank F ≤ k1 + k2 − 1 − 1 .

Now

gT (A+B − F ) = gT (A+B − F1 − F2)

≤ gT (A− F1) + gT (B − F2), by (4.33).

But,

θk1+k2−1,T (A+B) ≤ gT (A+B − F ), as rank F ≤ k1 + k2 − 1 − 1.

Hence

θk1+k2−1,T (A+B) ≤ gT (A− F1) + gT (B − F2). (4.53)

Since (4.53) is true for every F1 ∈ B(H) with rank F1 ≤ k1 − 1 and for every

F2 ∈ B(H) with rank F2 ≤ k2 − 1 , we get,

θk1+k2−1,T (A) ≤ inf{gT (A− F1)/F1 ∈ B(H), rank F1 ≤ k1 − 1}

+ inf{gT (B − F2)/F2 ∈ B(H), rank F2 ≤ k2 − 1}.

That is,

θk1+k2−1,T (A+B) ≤ θk1,T (A) + θk2,T (B).

�

Corollary 4.3.8. If A and B are T -bounded, then,

(i) θk,T (A+B) ≤ θk,T (A) + gT (B) (4.54)
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and

(ii) θk,T (A+B) ≤ θk,T (B) + gT (A). (4.55)

Proof. Put k1 = k and k2 = 1 in (4.52).

We get, θk,T (A+B) ≤ θk,T (A) + θ1,T (B) .

But

θ1,T (B) = inf{gT (B − F )/F ∈ B(H), rank F ≤ 1 − 1 = 0}

= inf{gT (B − 0)}

= gT (B).

The proof of the other part is similar. �

Proposition 4.3.9. Let A and B be T -bounded. Then

|θk,T (A) − θk,T (B)| ≤ gT (A−B). (4.56)

Proof. Let F ∈ B(H) be such that rank F ≤ k − 1 .

Then θk,T (A) ≤ gT (A− F )

= gT (A−B +B − F ) ≤ gT (A−B) + gT (B − F ) .

So, θk,T (A) − gT (A−B) ≤ gT (B − F ). (4.57)

Since (4.57) is true for every F ∈ B(H) with rank F ≤ k − 1 , we get,

θk,T (A) − gT (A−B) ≤ inf{gT (B − F )/F ∈ B(H), rank F ≤ k − 1}

= θk,T (B).
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This implies,

θk,T (A) − θk,T (B) ≤ gT (A−B). (4.58)

Interchanging A and B , we get,

θk,T (B) − θk,T (A) ≤ gT (B − A).

But

gT (B − A) = gT (A−B) as gT (−A) = gT (A).

So,

θk,T (B) − θk,T (A) ≤ gT (A−B). (4.59)

From (4.58) and (4.59), we get

|θk,T (A) − θk,T (B)| ≤ gT (A−B).

�

Corollary 4.3.10. If T is densely defined in H and A and B are bounded on H ,

then,

|θk,T (T + A) − θk,T (T +B)| ≤ ‖A−B‖. (4.60)

Proof. From (4.56) we get,

|θk,T (T + A) − θk,T (T +B)| ≤ gT ((T + A) − (T +B))

= gT (A−B).

But gT (A−B) ≤ ‖A−B‖ , from (4.30), as A−B ∈ B(H) .

Hence

|θk,T (T + A) − θk,T (T +B)| ≤ ‖A−B‖.

�
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4.4 Relative Square Bounds

In this section we introduce relative square bounds of relatively bounded operators.

Our aim, in fact, is to discuss about square approximation numbers, that we will do

in the next section.

There are two kinds of square bounds, namely, relative square bounds and generalized

relative square bounds. We will discuss certain properties of these bounds here.

As usual, H will denote a Hilbert space. Let T be a densely-defined closed operator

in H . Its domain D(T ) will become a Hilbert space with an induced inner product

and every T -bounded operator will become a bounded operator in the new Hilbert

space. The closedness of T is essential here.

Once again we recall the definition of relative boundedness:

Let T be densely-defined and closed in H . A linear operator A with D(A) ⊇ D(T )

is T -bounded if there exist non-negative real numbers a and b such that

‖Ax‖ ≤ a‖x‖ + b‖Tx‖ for all x ∈ D(T ) . (4.61)

Theorem 4.4.1. A is T -bounded if and only if there are real constants c and d

such that

‖Ax‖2 ≤ c2‖x‖2 + d2‖Tx‖2 for all x ∈ D(T ) . (4.62)

Proof. Assume that (4.62) holds.

That is, ‖Ax‖2 ≤ c2‖x‖2 + d2‖Tx‖2 for all x ∈ D(T ) , for some real numbers c

and d .
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Then

‖Ax‖2 ≤ c2‖x‖2 + d2‖Tx‖2 + 2cd‖x‖‖Tx‖

= (c‖x‖ + d‖Tx‖)2 for all x ∈ D(T ).

Thus,

‖Ax‖ ≤ c‖x‖ + d‖Tx‖ for all x ∈ D(T )

and A is T -bounded.

Now assume that A is T -bounded.

Then,

‖Ax‖ ≤ a‖x‖ + b‖Tx‖ for all x ∈ D(T ) ,

for some non-negative real constants a and b .

This implies,

‖Ax‖2 ≤ a2‖x‖2 + b2‖Tx‖2 + 2ab‖x‖ ‖Tx‖ for all x ∈ D(T ) . (4.63)

Let

X = {x ∈ D(T )/‖x‖ ≤ ‖Tx‖}

and

Y = {x ∈ D(T )/‖x‖ > ‖Tx‖}.

Then D(T ) = X ∪ Y .

For x ∈ X , (4.63) implies,

‖Ax‖2 ≤ a2‖x‖2 + b2‖Tx‖2 + 2ab‖Tx‖2

= a2‖x‖2 + (b2 + 2ab)‖Tx‖2

≤ (a2 + 2ab)‖x‖2 + (b2 + 2ab)‖Tx‖2. (4.64)
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For x ∈ Y , (4.63) implies,

‖Ax‖2 ≤ a2‖x‖2 + b2‖Tx‖2 + 2ab‖x‖2

= (a2 + 2ab)‖x‖2 + b2‖Tx‖2

≤ (a2 + 2ab)‖x‖2 + (b2 + 2ab)‖Tx‖2. (4.65)

From (4.64) and (4.65),

‖Ax‖2 ≤ (a2 + 2ab)‖x‖2 + (b2 + 2ab)‖Tx‖2 for all x ∈ D(T ) .

Thus,

‖Ax‖2 ≤ c2‖x‖2 + d2‖Tx‖2 for all x ∈ D(T ) ,

where c2 = a2 + 2ab and d2 = b2 + 2ab .

This completes the proof. �

Definition 4.4.2. Let T be a densely-defined closed operator in H and A be

T -bounded. The infemum of all possible d satisfying (4.62) is called the relative

square bound of A with respect to T , or simply, the T (2) -bound of A and is de-

noted by φT (A) .

Suppose there is a real number c such that

‖Ax‖2 ≤ c2‖x‖2 + φT (A)2‖Tx‖2 for all x ∈ D(T ) . (4.66)

The infemum of all possible c satisfying (4.66) is called the T (2) -co bound of A ,

and is denoted by φ′
T (A) .

In this case, from (4.66) we get,

‖Ax‖2 ≤ (φ′
T (A))2‖x‖2 + (φT (A))2‖Tx‖2 for all x ∈ D(T ) . (4.67)

If no ‘ c ’ satisfying (4.66) exists, we set φ′
T (A) = ∞ .
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Example 4.4.3. Let H be any separable Hilbert space and let {e1, e2, e3, . . . } be an

orthonormal basis for H .

Define T and A by

Tx =
∞∑

k=1

k〈x, ek〉ek

and

Ax =
∞∑

k=1

k1/2〈x, ek〉ek.

We have proved in Section 4.1 (Example 4.1.10) that A is T -bounded and

‖Ax‖2 ≤ ‖Tx‖2 for all x ∈ D(T ) .

Thus,

‖Ax‖2 ≤ 0‖x‖2 + ‖Tx‖2 for all x ∈ D(T ) .

Also, it is proved that for given ε > 0 and for a ≥ 1/2ε ,

‖Ax‖2 ≤ a2‖x‖2 + ε2‖Tx‖2 for every x ∈ D(T ) .

So, φT (A) ≤ ε .

As ε > 0 is arbitrary, φT (A) = 0 .

Hence, since A is unbounded, there exists no c such that

‖Ax‖2 ≤ c2‖x‖2 + φT (A)2‖Tx‖2 = c2‖x‖2 for all x ∈ D(T ) .

Thus, φ′
T (A) = ∞ . �

Remark 4.4.4. For a bounded operator A , φT (A) = 0 and φ′
T (A) = ‖A‖ , for any T .

Proof. Let A ∈ B(H) and T be any densely defined operator in H .
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Then, for x ∈ D(T ) ,

‖Ax‖ ≤ ‖A‖‖x‖.

So,

‖Ax‖2 ≤ ‖A‖2‖x‖2 = ‖A‖2‖x‖2 + 0‖Tx‖2

Hence,

φT (A) = 0.

Now,

φ′
T (A) = inf{c ≥ 0/‖Ax‖2 ≤ c2‖x‖2 + φT (A)2‖Tx‖2 for all x ∈ D(T )}

= inf{c ≥ 0/‖Ax‖2 ≤ c2‖x‖2 for all x ∈ D(T )}

= inf{c ≥ 0/‖Ax‖ ≤ c‖x‖ for all x ∈ D(T )}

= inf{c ≥ 0/‖Ax‖ ≤ c‖x‖for all x ∈ H}, as A is bounded and D(T ) is dense in H

= ‖A‖.

�

Now let us define generalized square bounds of relatively bounded operators. For

that we need the following simple result:

Proposition 4.4.5. Let T be a closed operator in H and A be an operator such that

D(A) ⊇ D(T ) . Then, A is T -bounded if and only if

‖Ax‖2 ≤ α2(‖x‖2 + ‖Tx‖2) for all x ∈ D(T ) , (4.68)

for some finite α .

Proof. By Theorem 4.4.1, A is T -bounded if and only if ‖Ax‖2 ≤ c2‖x‖2 +d2‖Tx‖2

for every x ∈ D(T ) , for some real c and d .
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Suppose there exist c and d such that

‖Ax‖2 ≤ c2‖x‖2 + d2‖Tx‖2 for every x ∈ D(T ) .

Then

‖Ax‖2 ≤ α2(‖x‖2 + ‖Tx‖2), where α2 = max{c2, d2}.

Conversely, if ‖Ax‖2 ≤ α2(‖x‖2+‖Tx‖2) , it is obvious that ‖Ax2‖ ≤ c2‖x‖2+b2‖Tx‖2 ,

with c2 = d2 = α2 .

Hence the proof. �

Definition 4.4.6. Let T be a densely defined operator in H and A be T -bounded

in H . The infemum of all α satisfying (4.68) is called the generalized T (2) -bound of

A , and is denoted by GT (A) .

In this case (4.68) implies,

‖Ax‖2 ≤ GT (A)2(‖x‖2 + ‖Tx‖2) for all x ∈ D(T ) . (4.69)

Remark 4.4.7.

For A ∈ B(H), GT (A) ≤ ‖A‖ for any T . (4.70)

Proof. Let A ∈ B(H) .

Then, for any x ∈ D(T ) ,

‖Ax‖2 ≤ ‖A‖2‖x‖2

≤ ‖A‖2(‖x‖2 + ‖Tx‖2).

Hence GT (A) ≤ ‖A‖ . �
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Suppose A and B are T -bounded, where T is a densely-defined operator in H .

Then, since D(A) ⊇ D(T ) and D(B) ⊇ D(T ), D(A) ∩D(B) ⊇ D(T ) . Hence A+ B

is a densely-defined operator in H with domain D(A+B) = D(A) ∩D(B) .

Then, A+B is also T -bounded.

Proposition 4.4.8. Suppose A and B are T -bounded. Then,

GT (A+B) ≤ GT (A) +GT (B). (4.71)

Proof. Let x ∈ D(T ) .

We have ‖Ax‖2 ≤ GT (A)2[‖x‖2 + ‖Tx‖2] , which implies,

‖Ax‖ ≤ GT (A)[‖x‖2 + ‖Tx‖2]1/2. (4.72)

Similarly,

‖Bx‖ ≤ GT (B)[‖x‖2 + ‖Tx‖2]1/2. (4.73)

Now,

‖(A+B)x‖ ≤ ‖Ax‖ + ‖Bx‖

≤ [GT (A) +GT (B)][‖x‖2 + ‖Tx‖2]1/2

Hence,

‖(A+B)x‖2 ≤ (GT (A) +GT (B))2(‖x‖2 + ‖Tx‖2),

which implies,

GT (A+B) ≤ GT (A) +GT (B).

�
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4.5 Square Approximation Numbers ∗

The objective in this section is to define the square approximation numbers τk,T and

τ ∗
k,T of T -bounded operators. We define these numbers using generalized relative

square bounds, discussed in the previous section.

First we define the τ -numbers.

Definition 4.5.1. Let T be a closed operator in H and A be T -bounded. For

k = 1, 2, 3, . . . , we define

τk,T (A) = inf{GT (A− F )/F ∈ B(H), rank F ≤ k − 1} (4.74)

and

τ∞,T (A) = inf{GT (A−K)/K ∈ K(H)}, (4.75)

where B(H) and K(H) respectively denote the classes of bounded and compact oper-

ators on H .

Remark 4.5.2. It is clear from the definitions that

τ1,T (A) ≥ τ2,T (A) ≥ · · · ≥ τ∞,T (A) ≥ 0. (4.76)

Now let us discuss a few properties of the τ -numbers.

Theorem 4.5.3.

lim
k→∞

τk,T (A) = inf{τk,T (A)/k = 1, 2, 3, . . . } = τ∞,T (A). (4.77)

Proof. Let

m = inf{τk,T (A)/k = 1, 2, 3 . . . }. (4.78)

∗ The contents of this section have appeared in J. Analysis Vol. 12 (2004), 125–134.
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(4.76) implies that m ≥ τ∞,T (A) .

To prove the reverse inequality, let K ∈ K(H) and ε > 0 be given. Since the class

of finite rank operators on H is dense in K(H) , there is a finite rank operator F on

H such that

‖K − F‖ < ε. (4.79)

Let x ∈ D(T ) .

Then,

‖(A−K)x‖2 ≤ GT (A−K)2[‖x‖2 + ‖Tx‖2]

or,

‖(A−K)x‖ ≤ GT (A−K)[‖x‖2 + ‖Tx‖2]1/2. (4.80)

Consider,

‖(A− F )x‖ ≤ ‖(A−K +K − F )x‖

≤ ‖(A−K)x‖ + ‖(K − F )x‖

< GT (A−K)[‖x‖2 + ‖Tx‖2]1/2 + ε‖x‖, using (4.80) and (4.79)

≤ GT (A−K)[‖x‖2 + ‖Tx‖2]1/2 + ε[‖x‖2 + ‖Tx‖2]1/2

= (GT (A−K) + ε)[‖x‖2 + ‖Tx‖2]1/2.

Thus,

‖(A− F )x‖2 ≤ (GT (A−K) + ε)2[‖x‖2 + ‖Tx‖2]

for every x ∈ D(T ) .

Hence,

GT (A− F ) ≤ GT (A−K) + ε. (4.81)
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But,

τk,T (A) ≤ GT (A− F ), if rank F = k − 1 .

Thus, from (4.81) we get,

τk,T (A) ≤ GT (A−K) + ε,

which implies, m ≤ GT (A−K) + ε , as m = inf{τk,T (A)/k = 1, 2, 3, . . . } .

Since ε > 0 is arbitrary, we get,

m ≤ GT (A−K). (4.82)

(4.82) is true for every K ∈ K(H) .

Hence,

m ≤ inf{GT (A−K)/K ∈ K(H)}.

That is,

m ≤ τ∞,T (A). (4.83)

From (4.78) and (4.83),

m = τ∞,T (A).

That is,

inf{τk,T (A)/k = 1, 2, 3, . . . } = τ∞,T (A).

Again, since {τk,T (A)}∞
k=1 is monotonic decreasing and bounded below,

lim
k→∞

τk,T (A) = inf{τk,T (A)/k = 1, 2, 3, . . . } = τ∞,T (A).

�
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Definition 4.5.4. An operator T is said to be semi-expanding if

‖Tx‖ ≥ ‖x‖ for every x ∈ D(T ) with Tx �= 0 , (4.84)

That is, T is semi-expanding if

‖Tx‖ ≥ ‖x‖ for every x �∈ N(T ) ,

where N(T ) is the null space of T .

T is said to be expanding if

‖Tx‖ ≥ ‖x‖ for every x ∈ D(T ) . (4.85)

We note that every expanding operator is semi-expanding.

Example 4.5.5. Let H be a separable Hilbert space. Let {en/n = 1, 2, 3, . . . } be an

orthonormal basis for H . We have x =
∑∞

n=1〈x, en〉en for every x ∈ H . Let (kn) be

a sequence of scalars such that |kn| ≥ 1 for every n . Define T by

T (x) =
∞∑

n=1

kn〈x, en〉en.

Then T is a densely-defined operator in H with domain

D(T ) = {x ∈ H/

∞∑
n=1

|kn|2|〈x, en〉|2 < ∞}.

Now, for x ∈ D(T ) ,

‖x‖2 =
∞∑

n=1

|〈x, en〉|2

≤
∞∑

n=1

|kn|2|〈x, en〉|2, as |kn| ≥ 1

= ‖Tx‖2 .
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Thus, ‖Tx‖ ≥ ‖x‖ for every x ∈ D(T ) and T is expanding. �

If the sequence (kn) in the above example is bounded, then T will be a bounded

operator. If we choose (kn) such that |kn| → ∞ as n → ∞ , then T will be unbounded.

In fact, many of the unbounded operators are expanding.

It is clear from (4.85) that every expanding linear operator is 1−1 . So, an unbounded

operator T which is not 1 − 1 cannot be expanding. But T can be semi-expanding,

even if it is not 1 − 1 .

If T is expanding or semi-expanding, we have the result:

Theorem 4.5.6. Let A be T -bounded and L be bounded on H . Then for k =

1, 2, 3, . . . ,

τk,T (A+ L) ≤ τk,T (A) + ‖L‖, (4.86)

provided T is expanding or semi-expanding.

Proof. It is enough to prove the result for the case that T is semi-expanding. Let

k ≥ 1 and F ∈ B(H) be with rank F ≤ k − 1 .

For any x ∈ D(T ) , we have,

‖(A− F )x‖2 ≤ (GT (A− F ))2 (‖x‖2 + ‖Tx‖2). (4.87)

Since ‖x‖2 + ‖Tx‖2 ≤ (‖x‖ + ‖Tx‖)2 , (4.87) implies,

‖(A− F )x‖2 ≤ (GT (A− F ))2(‖x‖ + ‖Tx‖)2 .

So, ‖(A− F )x‖ ≤ GT (A− F )(‖x‖ + ‖Tx‖). (4.88)
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Now consider,

‖(A+ L− F )x‖2 ≤ (‖(A− F )x‖ + ‖Lx‖)2

≤ (‖(A− F )x‖ + ‖L‖‖x‖)2

= ‖(A− F )x‖2 + ‖L‖2‖x‖2 + 2‖(A− F )x‖ ‖L‖ ‖x‖

≤ (GT (A− F ))2(‖x‖2 + Tx‖2) + ‖L‖2‖x‖2

+ 2GT (A− F )(‖x‖ + ‖Tx‖)‖L‖ ‖x‖, using (4.87) and (4.88)

= {(GT (A− F ))2 + ‖L‖2 + 2GT (A− F )‖L‖}‖x‖2

+ (GT (A− F ))2‖Tx‖2 + 2GT (A− F )‖L‖ ‖x‖ ‖Tx‖.

Thus,

‖(A+ L− F )x‖2 ≤ (GT (A− F ) + ‖L‖)2‖x‖2 + (GT (A− F ))2‖Tx‖2

+ 2GT (A− F )‖L‖ ‖x‖ ‖Tx‖ for all x ∈ D(T ). (4.89)

As T is semi-expanding, ‖x‖ ≤ ‖Tx‖ for every x ∈ D(T ) with Tx �= 0 .

Using this, for x ∈ D(T ) with Tx �= 0 , (4.89) implies,

‖(A+ L− F )x‖2 ≤ (GT (A− F ) + ‖L‖)2‖x‖2 + (GT (A− F ))2‖Tx‖2

+ 2GT (A− F )‖L‖ ‖Tx‖2

= (GT (A− F ) + ‖L‖)2‖x‖2

+ {(GT (A− F ))2 + 2GT (A− F )‖L‖}‖Tx‖2

≤ (GT (A− F ) + ‖L‖)2‖x‖2 + (GT (A− F ) + ‖L‖)2‖Tx‖2

= (GT (A− F ) + ‖L‖)2(‖x‖2 + ‖Tx‖2). (4.90)

By comparing with (4.89), we see that (4.90) is still valid even if Tx = 0 .
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Thus (4.90) is true for all x ∈ D(T ) .

Hence

GT (A+ L− F ) ≤ GT (A− F ) + ‖L‖. (4.91)

This implies,

τk,T (A+ L) ≤ GT (A− F ) + ‖L‖, (4.92)

since τk,T (A+ L) = inf{GT (A+ L− F ) , F ∈ B(H) , rank F ≤ k − 1} .

(4.92) is true for every F ∈ B(H) with rank F ≤ k − 1 .

Hence

τk,T (A+ L) ≤ inf{GT (A− F )/F ∈ B(H), rank F ≤ k − 1} + ‖L‖ .

That is,

τk,T (A+ L) ≤ τk,T (A) + ‖L‖.

�

Remark 4.5.7. The above result is also true for k = ∞ .

That is,

τ∞,T (A+ L) ≤ τ∞,T (A) + ‖L‖, (4.93)

if T is semi-expanding, A is T -bounded and L is bounded.

The proof is similar. �

If A and B are T -bounded, then, GT (A + B) ≤ GT (A) + GT (B) , by Proposi-

tion 4.4.8. Using this, we are able to prove the following result:

Theorem 4.5.8. Let A and B be T -bounded. Then,

τk1+k2−1,T (A+B) ≤ τk1,T (A) + τk2,T (B). (4.94)
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Proof. The proof is the same as that of Theorem 4.3.7 �

τ ∗ -numbers

Now let us introduce the τ ∗ -numbers. The following definitions are needed in the

sequel.

Definition 4.5.9. [10]. Assume that D(A) ⊇ D(T ) . A is said to be relatively com-

pact with respect to T , or simply, T -compact if for any sequence (xn) in D(T ) with

both (xn) and (Txn) bounded, (A(xn) ) contains a convergent subsequence.

A is said to be T -degenerate if A is T -bounded and R(A) is finite-dimensional,

where R(A) denotes the range of A .

Definition 4.5.10. Let T be a closed operator in H and A be T -bounded. For

k = 1, 2, 3, . . . , we define

τ ∗
k,T (A) = inf{GT (A− F )/F is T -degenerate and dimR(F ) ≤ k − 1 }. (4.95)

Here, dimR(F ) means the dimension of R(F ) .

Also we define

τ ∗
∞,T (A) = inf{GT (A−K)/Kis T -compact}. (4.96)

The τ ∗ -numbers of A can be regarded as the classical approximation numbers of

an induced (bounded) operator AT between two Hilbert spaces.

Let us develop the framework needed first.

Let H be a Hilbert space with inner product 〈, 〉 and T be a densely-defined closed
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operator in H . Define 〈, 〉T on D(T ) by

〈x, y〉T = 〈x, y〉 + 〈Tx ,Ty〉. (4.97)

It can be easily verified that 〈, 〉T is an inner product on D(T ) . Let ‖ ‖T be the norm

induced by the inner product 〈, 〉T .

That is

‖x‖T = 〈x, x〉1/2
T = (〈x, x〉 + 〈Tx ,Tx 〉)1/2

= (‖x‖2 + ‖Tx‖2)1/2 for all x ∈ D(T ). (4.98)

Here ‖ ‖ is the norm on H induced by 〈, 〉 :

‖x‖ = 〈x, x〉1/2.

Denote the inner product space D(T ) with the inner product 〈, 〉T by HT .

Theorem 4.5.11. HT is a Hilbert space.

Proof. Let ( xn ) be a Cauchy sequence in HT .

For n,m = 1, 2, 3, . . . ,

‖xn − xm‖2
T = ‖xn − xm‖2 + ‖Txn − Txm‖2. (4.99)

Hence, both (xn) and (Txn) are Cauchy sequences in H .

Let (xn) → x and (Txn) → y . Since T is closed, x ∈ D(T ) = HT and Tx = y .

Hence,

‖xn − x‖2
T = ‖xn − x‖2 + ‖Txn − Tx‖2

= ‖xn − x‖2 + ‖Txn − y‖2

→ 0 as n → ∞.
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Thus (xn) → x in HT and HT is complete. �

Theorem 4.5.12. If H is separable, then HT is separable.

Proof. Let H be separable. Then H ×H is separable.

Being a subspace of H×H,Γ(T ) is separable, where Γ(T ) denotes the graph of T .

Let E be a countable dense subset of Γ(T ) .

Let x ∈ HT = D(T ) . Then (x,Tx ) ∈ Γ(T ) .

Since E is dense in Γ(T ) , there is a sequence (xn,Txn) contained in E such that

(xn,Txn) → (x,Tx ) in H ×H , as n → ∞ .

This implies ‖xn − x‖ → 0 and ‖Txn − Tx‖ → 0 in H as n → ∞ .

Hence ‖xn − x‖2 + ‖Txn − Tx‖2 → 0 as n → ∞ . That is ‖xn − x‖2
T → 0 as

n → ∞ . Thus, the set {x/(x,Tx ) ∈ E} is a countable dense set in HT . So HT is

separable. �

Suppose D(A) ⊇ D(T ) . Let AT be the restriction of A to D(T ) . Then AT can

be considered as an operator: HT → H . (Note that HT = D(T ) as sets.)

Proposition 4.5.13. A is T bounded if and only if AT : HT → H is bounded. In

this case

‖AT ‖ = GT (A). (4.100)

Proof. Assume that A is T -bounded.

Then, by Proposition 4.4.5, there is α < ∞ such that

‖Ax‖2 ≤ α2(‖x‖2 + ‖Tx‖2)

= α2‖x‖2
T for all x ∈ D(T ) = HT .
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So,

‖Ax‖ ≤ α‖x‖T for all x ∈ D(T ) = HT . (4.101)

That is, ‖AT (x)‖ ≤ α‖x‖T for all x ∈ HT .

Hence AT ∈ B(HT , H) .

Now

‖AT ‖ = inf{α/‖AT (x)‖ ≤ α‖x‖T for all x ∈ HT }

= inf{α/‖AT (x)‖2 ≤ α2‖x‖2
T for all x ∈ HT }

= inf{α/‖Ax‖2 ≤ α2(‖x‖2 + ‖Tx‖2) for all x ∈ D(T )}

= GT (A), from the definition 4.4.6.

Conversely assume that AT ∈ B(HT , H) .

Then

‖AT (x)‖ ≤ ‖AT ‖‖x‖T for all x ∈ HT .

So,

‖ATx‖2 ≤ ‖AT ‖2‖x‖2
T for all x ∈ HT .

That is,

‖Ax‖2 ≤ ‖AT ‖2(‖x‖2 + ‖Tx‖2) for all x ∈ D(T ) . (4.102)

Then by Proposition 4.4.5, A is T -bounded. �

Proposition 4.5.14. Let T be a (densely-defined) closed operator in H . The follow-

ing properties can easily be verified:

(i) Every compact operator is T -compact.

(ii) Every (bounded) finite rank operator is T -degenerate.
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(iii) Every T -compact operator is T -bounded.

(iv) Every T -degenerate operator is T -compact.

Proof.

(i) If A : D(A) → H is compact, then, for every bounded sequence (xn) in D(A) ,

(T (xn)) has a convergent subsequence and D(T ) ⊆ D(A) . Hence from the

definition of relative compactness (Definition 4.5.9) A is T -compact.

(ii) Let A be a bounded finite-rank operator. Then, A is T -bounded and R(A)

is finite dimensional. So A is T -degenerate.

(iii) can be proved directly using the definitions. However, we give a proof with the

help of the Hilbert space HT .

First we prove the following result:

A is T -compact if and only if AT is compact. Assume that A is T -compact.

To prove AT is compact, take any bounded sequence (xn) in HT .

Then, there exists c < ∞ such that ‖xn‖T ≤ c for every n .

That is, ‖xn‖2 + ‖Txn‖2 ≤ c2 for every n .

This implies that both (xn) and (Txn) are bounded sequences.

Since A is T -compact (Definition 4.5.9), (Axn) contains a convergent subse-

quence.

That is, (AT (xn)) contains a convergent subsequence. Hence AT is compact.

Conversely, assume that AT is compact. To prove that A is T -compact, take

a sequence (xn) in D(T ) such that both (xn) and (Txn) are bounded.
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Since ‖xn‖2
T = ‖xn‖2 + ‖Txn‖2, (‖xn‖T ) is a bounded sequence in HT .

Now the compactness of AT implies that (AT (xn)) = (Axn) contains a conver-

gent subsequence. Thus, from the definition of T -compactness, A is T -compact.

Now we prove (iii).

Suppose A is T -compact. Then AT is compact. So, AT is bounded. Hence by

Proposition 4.5.13, A is T -bounded.

(iv) Assume that A is T -degenerate. Then A is T -bounded and R(A) is finite

dimensional. Hence, AT is bounded (by Proposition 4.5.13) and R(AT ) is finite-

dimensional. Thus, being a finite rank (bounded) operator, AT is compact.

Hence A is T -compact. �

Note: Now the following relations are obvious:

(i)

τ ∗
1,T (A) ≥ τ ∗

2,T (A) ≥ · · · ≥ τ ∗
∞,T (A) ≥ 0. (4.103)

(ii)

τk,T (A) ≥ τ ∗
k,T (A) for any k . (4.104)

Proposition 4.5.15. Let T be a closed operator in H and A be T -bounded.Then,

(i)

τ ∗
k,T (A) = sk(AT ), k = 1, 2, 3, . . . (4.105)

(ii)

τ ∗
∞,T (A) = ‖AT ‖ess., (4.106)

the essential norm of AT .
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(iii)

lim
k→∞

τ ∗
k,T (A) = τ ∗

∞,T (A). (4.107)

Proof. (i) Note that F is T -degenerate with dimR(F ) ≤ k − 1 if and only if

FT ∈ B(HT , H) with rank FT ≤ k − 1 .

Also (A−B)T = AT −BT and ‖(A−B)T ‖ = GT (A−B) , from (4.100).

Hence for k = 1, 2, 3, . . .

τ ∗
k,T (A) = inf{GT (A− F )/F is T -degenerate, dimR(F ) ≤ k − 1}

= inf{‖(A− F )T ‖/F is T -degenerate, dimR(F ) ≤ k − 1}

= inf{‖AT − FT ‖/FT ∈ B(HT , H), rank FT ≤ k − 1}

= sk(AT ).

(ii)

τ ∗
∞,T (A) = inf{GT (A−K)/K is T -compact}

= inf{‖AT −KT ‖/K is T -compact}.

But K is T -compact if and only if KT is compact.

Therefore,

τ ∗
∞,T (A) = inf{‖AT −KT ‖/KT ∈ K(HT , H)}

= ‖AT ‖ess., the essential norm of AT .

(iii) For any bounded operator B we have,

lim
k→∞

sk(B) = ‖B‖ess.
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Hence, since AT is bounded, we have,

lim
k→∞

sk(AT ) = ‖AT ‖ess.

That is,

lim
k→∞

τ ∗
k,T (A) = τ ∗

∞,T (A),

from (i) and (ii). �

Approximation of τ ∗ -numbers by truncation

Let H be an infinite-dimensional separable Hilbert space with inner product <,> and

T be a densely-defined closed operator in H . Then HT is also a separable Hilbert

space with inner product <,>T defined by (4.97) (Theorems 4.5.11 and 4.5.12).

Let {u1, u2, u3, . . .} be an orthonormal basis for H , contained in D(T ) . Then

{u1, u2, u3, . . .} is a linearly independent set in D(T ) . As HT = D(T ), {u1, u2, u3, . . .}
is a linearly independent set in HT . By Gram-Schmidt orthonormalization pro-

cess (Theorem 1.2.7), there is an orthonormal sequence {v1, v2, v3, . . .} in HT such

that span {u1, u2, . . . , un} = span {v1, v2, . . . , vn}, n = 1, 2, . . . . Put Hn = span

{u1, u2, . . . , un} = span {v1, v2, . . . , vn} . Let Pn be the orthogonal projection on H

with range Hn and Qn be the orthogonal projection on HT with range Hn .

Suppose S is T -bounded. Put

(AT )n = PnATQn|Hn (4.108)

and

An = PnAPn|Hn , (4.109)

where AT : HT → H is the restriction of A to HT = D(T ) .
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Now we prove the desired result:

Theorem 4.5.16. Let T be a densely-defined, closed operator in a separable Hilbert

space H and let A be T -bounded. Then, for k = 1, 2, 3, . . . ,

lim
n→∞

τ ∗
k,T (An) = τ ∗

k,T (A), (4.110)

where An is given by (4.109).

Proof. AT is a bounded operator: HT → H , by proposition 4.5.13.

Now, by Theorem 1.10.1,

lim
n→∞

sk((AT )n) = sk(AT ). (4.111)

We claim that (AT )n = (An)T , (4.112)

where (An)T is the operator An considered as an operator: Hn ⊆ HT → Hn .

(AT )n is also an operator: Hn ⊆ HT → Hn .

Let x ∈ Hn .

Then

(AT )nx = PnATQnx

= PnATx, since Qnx = x as x ∈ Hn = R(Qn).

= PnAx, as AT = A/D(T ).

Now,

Anx = PnAPnx

= PnAx, since Pnx = x as x ∈ Hn = R(Pn).
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Therefore,

(An)Tx = PnAx,

since (An)T = An algebraically.

Thus,

(AT )n = (An)T .

So, (4.111) becomes,

lim
n→∞

sk((An)T ) = sk(AT ). (4.113)

But

sk(AT ) = τ ∗
k,T (A),

by proposition 4.5.15(i).

Hence, from (4.113) we get,

lim
n→∞

τ ∗
k,T (An) = τ ∗

k,T (A).

�

Illustration 4.5.17.

A linear operator T in a Hilbert space H is said to have a compact normal resolvent

if there is a λ◦ ∈ ρ(T ) , the resolvent set of T , such that (λ◦I − T )−1 is compact and

normal.

Suppose T has a compact normal resolvent. Then there exists an orthonormal basis

{u1, u2, u3, . . .} in H and {µ1, µ2, µ3, . . .} ⊆ C such that

(a) Tun = µnun, n = 1, 2, 3, . . . . and

130



(b) Tx =
∑

n µn〈x, un〉un for every x ∈ D(T ) [15, p. 487]

Now, for i �= j ,

〈ui, uj〉T = 〈ui, uj〉 + 〈Tui, Tuj〉, where <,> is the inner product in H.

Since Tui = µiui, we have,

〈ui, uj〉T = 〈ui, uj〉 + µiµj〈ui, uj〉

= 0, as {u1, u2, u3, . . .} is orthonormal in H.

Thus, {u1, u2, u3, . . .} is orthogonal in HT as well; but not orthonormal.

〈ui, ui〉T = 〈ui, ui〉 + 〈Tui, Tui〉

= 〈ui, ui〉+ | µi |2 〈ui, ui〉

= (1+ | µi |2), since 〈ui, ui〉 = 1.

Take

ωi =
ui√

1+ | µi |2 .

Then {ω1, ω2, ω3, . . .} is orthonormal in H .

It is clear that span {u1, u2, . . . , un} = span {ω1, ω2, . . . , ωn} for every n .

By Theorem 4.5.16,

lim
n→∞

τ ∗
k,T (An) = τ ∗

k,T (A),

where An = PnAPn |Hn and Pn is the projection on H with range Hn = span

{u1, u2, . . . , un} . �
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Conclusions

An attempt has been made to develop a general theory on approximation methods for

unbounded self-adjoint operators acting in arbitrary Hilbert spaces. Resolvent conver-

gence is used for the approximation. The connection between resolvent convergence,

applicability and stability is established. The significance of stability in the theory of

approximation methods has been highlighted. Also, the resolvent convergence of the

finite section method has been investigated.

The resolvent convergence of the truncations of an unbounded matrix is necessary for

the sequence of truncation to be an applicable method for the matrix. A few sufficient

conditions for this convergence have been highlighted. An attempt is also made to

discuss unbounded Toeplitz matrices.

Further, a few relative approximation numbers of unbounded operators are intro-

duced and their properties are discussed. The partial connection between the eigen-

spectrum of an unbounded closed operator and its first approximation number set is

established. Finally, it is proved that the τ ∗ - numbers of an unbounded operator A

which is bounded relative to a closed operator T can be approximated by the τ ∗ -

numbers of its truncations.
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