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‘SYNOPSIS

GROWTH AND CHARACTERIZATION OF

DIAMMONIUM HYDROGEN CITRATE AND

CITRIC ACID MONOHYDRATE

SINGLE CRYSTALS

Over the past years there has been considerable interest in the

growth of single crystals both from the point of view of basic rese­

arch and technological application. With the revolutionary emergence

of solid state electronics which is based on single crystal technol­

o8Ys basic and applied studies on crystal growth and characterization

_have gained a-more significant role in material science. These studies

are being carried out for single crystals not only of semiconductor

and other electronic materials but also of metals and insulators.

A number of organic crystals exhibit. high quantum.:efficiency

of photoconductivity, interesting photoelectric and photomagnetic

properties, pronounced anisotropy of optical and electrical paramet­

ers, high electronic polarizability and other interesting characteris­
tics.

Many organic crystals belonging to the orthorhombic class exhibit

ferroelectric, electrooptic, triboluminescent and piezoelectric prop­

erties. Diammonium Hydrogen Citrate (DAHC) crystals are reported to

be piezoelectric and triboluminescent /1/. Koptsik et al. /2/ have



reported the piezoelectric nature of Citric Acid Monohydrate (CA)

crystals. And since not much work has been done on these crystals,

it has been thought useful to grow and characterize these crystals.

This thesis presents a study of the growth of these crystals
from solution and their defect structures. The results of the micro­

indentation and thermal analysis are presented. Dielectric, fractogra­

phic, infrared (IR) and ultraviolet (UV) studies of DAHC crystals

are also reported.

Although, the general principles of crystal growth can be applied

for all materials, the precise method of crystal growth varies from

one material to another. Therefore, from among the three categories

of crystal growth methods, namely, growth from melt, from solution,

and from vapour, growth from solution was found to be the best suited

for the growth of DAHC and CA crystals.

DAHC (C6H14N2O7) single crystals belong to the noncentrosymmetric

orthorhombic system with point group mm2 /3/. Large and perfect crys­

tals of size upto (6Ox27x5)mm3 were grown by slow evaporation in a

constant temperature bath.

Roelofsen /4/ has assigned CA (C6H8O7.H2O) crystals to the point

group 222 in the orthorhombic system. Crystals of size (30x30x10)

mm3 have been grown by slow evaporation below 36.6OC.



Crystals with different externvl morphology were obtained during

crystallization of DAHC and CA. This is explained on the basis of

external factors such as degree of supersaturation, supply of crystal­

lizing particles and the presence of foreign materials. The faces

were identified by angular measurements using goniometer.

Microscopic observations of the as grown surfaces of DAHC and

CA crystals give evidence to layer growth mechanism being active in

the growth of these crystals.

Dislocation etch studies have been caried out to asses the per­

fection of DAHC and CA crystals. Dislocations in DAHC crstals were

delienated by propionic acid which was found to be a reliable disloca­

tion etchant for the (001) face. Dislocation loops, helices, clusters,

impurity centers and slip lines are observed with this etchant.‘The

etch pit density is found to be of the order of 1.2 x 102/cmz. Deep

and shallow pits are observed at the intersection of dislocations

on the (001) face. The shallow pits are attributed to dislocation

loops. Propionic acid is also capable of etching dislocation sites

on the (110) cleavage face. Other etchants have been tried and formic

acid, acetic acid and methyl alchohol were also found to be capable
of bringing out dislocations on the (001) face. The shape of the pit

is found to depend on the type of the etchant used. The etch pit for­

mation in DAHC crystals is explained on the basis of the thermodynamic

theories of etching. For CA crystals also, propionic acid is found



to be a good dislocation etchant.

Microindentation analysis of DAHC and CA crystals was done using

Vickers pyramidal indenter to study the hardness, toughness, brittle­

ness and the nature of cracks. The loading time was chosen as 15 secs

as the area of impression did not bear any observable dependence on

loading. The hardness of DAHC was found to be 0.68 GPa. The variation

of hardness with load was analysed upto a load of 12.5 gms. The spe­

cial feature of the variation is the sharp increase in hardness with

increase in load. The major contribution to the increase in hardness

with load in DAHC is attributed to the high stress required for homo­

geneous nucleation of dislocations in the small dislocation free regi­

ons indented. The fracture toughness of DAHC is 0.17 MPa ml/2. Loads

upto 25 gms were used for the toughness evaluation. Beyond this load,

chipping of material occurs. The toughness value is found to increase

with increase in load in a regular manner. Brittleness of DAHC is

found to be 4.04/.tm-1/2 . To study the nature of the threshold crack

on (001) and (110) faces of DAHC, the indented specimens were viewed

under an optical microscope for different loads from 0.5 gm to the
point when well developed cracks are formed. The indented surface

was also studied after etching with propionic acid. Surace removal

technique has shown that the threshold crack is radial and originate
from the surface.

From the indentation studies, hardness of CA was found to be



0.588 GPa. The variation of hardness with load is found to have a

minimum around 7.5 gms. Beyond 12.5 gms well developed cracks appear.

The toughness of CA as evaluated from the crack length observed around

the indentation at load greater than 12.5 gms is 0.132 MPa ml/2. The

variation of toughness with load shows a nfinimum at around 20 gms.

Brittlenes of CA is 4.40;;m-1/2.

‘The cleavage facets of nonmetallic crystals provide valuable

information regarding the imperfection structures of the crystal,

the crystallographic mechanisms involved in deformation and fracture,

the path of the cleavage traverse as influenced by crystallography,

local stress resolutions and other phenomena relating to both inter­
granular and intragranular characteristics of the crystal. The (110)

cleavage surface of DAHC exhibit typical examples of hackle structure.

Such hackle structures are often found in the case of materials having

pronounced directional weakness. Radial features known as Wallner

lines are also observed, which indicate the specific atress patterns

produced by the rupturing force as it traverse the crystal. They are

said to be observed along with hackle markings on cleavages. Many

other interesting ‘crystallographic markings are. also presented and
discussed.

Dielectric studies were made on DAHC crystal along the three

mutually perpendicular crystal axes in the region of temperature 1330K

to 3730K and frequency 200 Hz to 20,000 Hz. The dielectric permitti­



vity (E) and the loss tangent (tans) measurements were made in a low

temperature dielectric cell with heating arrangement, using a 0.1%

universal bridge TF 1313A of Marconi Instruments Ltd., U.K. To vary

the frequency, an external oscillator was used.

The variation of dielectric permittivity with temperature for

different frequencies shows similarity in all the three directions.

8 increases slightly with temperature upto a certain point and there­

after shoots up to high values.

The variation of dielectric loss tangent with temperature also

shows characteristics similar to the dielectric permittivity variation

for all the three axes. Loss tangent is frequency dependent above

a certain temperature. The loss is found to be negligible at low temp­

eratures .

The IR spectrum of DAHC was recorded in the region" 4000 - 200

cm— using nujol mull and KBr pellets on a Perkin-Elmer IR spectropho­

tometer. Absorption of DAHC are observed at frequencies 3400, 3200,

3060, 2860, 1690, 1600, 1330, 1270, 1230 and 1090 cm—1. These bands

are tentatively assigned to the functional groups in DAHC.

UV spectrum of DAHC was recorded in water using a double beam

spectrophotometer, Shimadzu UV-190. The spectrum was obtained in a

wavelength range 195 to 500 nm. The only absorption band observed



at 210 nm is discussed.

Differential scanning calorimeter (DSC) was used for the thermal

analysis of DAHC and CA crystals. The samples were sealed in Al sample

pans and heated at the rate of 200K/min in dry nitrogen atmosphere.

The measurements were made from room temperature upto the melting

point of these crystals. The calorimeter traces obtained for DAHC

and CA are presented and discussed.
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INTRODUCTION

A number of organic crystals open up new promising avenues for

practical applications due to their high quantum efficiency of photo­

conductivity, interesting photoelectric, photomagnetic, piezoelectric

and triboluminescent properties, pronounced anisotropy of optical

and electrical parameters, high electronic polarizability and other

properties. Due to the weakness of Van der Waals interaction in mole­

cular crystals, the main electronic characteristics of molecules und­

ergo only slight changes in the process of solid phase formation.

The greater influence of molecular properties over the crystalline

properties brings about a nmrked tendency of localization of charge

carriers and excitons on individual molecules of the crystal resulting

in a number of qualitatively new properties such as electronic polari­

zation of the lattice by a localized charge carrier, vibronic relaxa­

tion of molecules in the process of the formation of genuine ionic

states, formation of local states of polarization origin in the regi­

ons of structural defects of the crystal etc., in these crystals.
Also, the possiblity of synthezising crystals of a large variety of

new materials with interesting properties exist, once the link between

structure and properties of organic crystals are known.

The growth of single crystals of organic compounds is rather
difficult compared to the growth of inorganic crystals. Unavailability



of suitable solvents, tendency to yield only small crystals and crys­

tal aggregates, supercooling tendency, low thermal conductivity and

thermal decomposition of organic materials often pose difficulties

in crystal growth. Since organic materials often contain impurities,

extensive purification proceedures are to be applied before growth.

Defects, especially, dislocations influence a number of useful

properties of crystals. The presence of dislocations are known to

alter their plastic, electronic, magnetic, superconductive, piezoelec­

tric, dielectric and various other properties. Therefore, a thorough

knowledge of the defects and imperfections is an unavoidable first

step in the characterization of crystals. Etching is widely accepted

as one of the best methods for the study of defects, in particular,
dislocations.

Analysis of deformation and fracture characteristics is vital

in characterizing a crystal for device applications. Hardness and

toughness are the key parameters quantifying resistance of a crystal

to deformation and fracture, and brittleness is a measure of the rela­

tive susceptibility of the material to these competing mechanical

processes. Among a large number of experimental methods used for the

measurement of these parameters, microindentation is the best suited
for organic crystals and Vickers pyramid indenter the most widely

accepted indenter for microindentation.



The crystallographic mechanism invloved in deformation, fracture

and other intergranular and intragranular characteristics of nonmetal­

lic crystals can be studied by the fractographic technique. It also

provides valuable information regarding imperfection structures in

crystals.

Dielectric studies have provided very valuable information regar­

ding phase transitions, molecular motion, relaxation processes etc.

in organic solids. The most important property of an organic dielec­

tric crystal is that it can be polarized under the action of an exter­

nal electric field. Dielectric permittivity is the basic parameter
describing the dielectric crystal from the view point of its polariza­

tion. The dissipation of electric energy during the process of polari­

zation by an electric field is measured by the dielectric loss tang­
ent. An accurate and convenient method for the measurement of these

quantities is based (N1 the measurement of capacitance using bridges

working on the principle of Wheatstones bridge. The variation of these

dielectric parameters with temperature can also be studied using prop­

er dielectric cells.

Comparison of infrared (IR) and ultraviolet (UV) spectra of a

crystalline and a noncrystalline sample of an organic solid can reveal

the specific features related to the orderly arrangement of molecules

and atoms in space of the solid. Fundamental data on mechanics of

molecules can also be obtained from spectral studies. Depending on



the range of interest standard spectrometers are used for recording

the spectral data. Thermal analysis using differential scanning calo­

rimeter (DSC) is now widely employed to study a number of thermody­

namic properties. DSC traces give information regarding phase transi­

tions in crystalline samples.

Many organic crystals belonging to the orthorhombic class exhibit

ferroelectric, piezoelectric and triboluminescent etc. properties.

Diammonium hydrogen citrate (DAHC) single crystal having molecular

formula, C6H14N2O7, belongs to the orthorhombic system with space
group Pn2b, lattice parameters a = 10.767, b = 14.736 and c = 6.165

OA and has four molecules per unit cell /1/. The crystal is reported

to be piezoelectric and triboluminescent /2/.

Citric acid monohydrate (CA) single crystal with molecular for­

mula, C6H8O7.H2O, is assigned to the point group mmm of the orthorhom­

bic system by Groth /3/. But, Burns and Iball /4/ and later Roelofsen

/5/ have assigned CA crystal to the point group 222, with a = 6.290,

b = 9.318 and c = 15.39 A0 having four molecules per unit cell. Kopt­

sik et al. /6/ have reported the piezoelectric nature of this crystal.

The elastic constants of citric acid monohydrate have been computed

from compressional and shear wave velocity measurements along dif­

ferent directions by Khan et al. /7/.

Since not much work has been reported on the growth and characte­



rization of these crystals, it has been thought useful to study these

crystals and the results of these investigations are presented in this
thesis.

The thesis contains txnl chapters. The first. chapter describes

briefly the theory and techniques of crystal growth. In the second

chapter, dislocations and etching as applied to non-metallic crystals

are briefly discussed. In chapter three, time basic theory and tech­

niques for the evaluation of hardness, toughness and brittleness are

presented. The details of the experimental techniques that are used

in the present study are given in chapter four. In chapters five to

ten, the details of investigations on the growth and characterization

of DAHC and CA single crystals and the results obtained are discussed.

Part of these investigations have been published in the following

papers.

1. "viicroindentation analysis of diammonium hydrogen citrate single

crystals", J. Mater. Sci. 20(1985)3150.

2. "Dislocation etch studies on diammonium hydrogen citrate single

crystals", Cryst. Res. Technol. (accepted for publication).

3. "Growth and characterization of diammonium hydrogen citrate", Proce­

edings of the National Seminar on Crystal Growth, Anna University,

Madras, (4-6 October, 1982) p.16.



4. "Dielectric properties of diammonium hydrogen citrate single crys­

tals", Proceedings of the Third National Seminar on Ferroelectrics

and Dielectrics, I.I.Sc., Bangalore, (17-19 October, 1984) p.27.

5. "Deformation characteristics of diammonium hydrogen citrate single

crystals", Proceedings of the Solid State Symposiurn, BARC, Bombay,

(23-25 December, 1984) p.237.

6. "Defect characterization in single crystals of diammonium hydrogen

citrate by chemical etching", Proceedings of the XVI National Seminar

on Crystallography, University cflf Delhi, Delhi, (2-4 January, 1985)

p.200.

7. "Defect characterization in citric acid monohydrate single crys­

tals", Proceedings of time XVII National Seminar (H1 Crystallography

I.I.T, Madras, (20-22 December, 1985) p.38.

8. "Dislocation etch pit studies on diammonium hydrogen citrate single

crystals", Proceedings of the Solid State Symposium, Nagpur University,

Nagpur, (27-30 December, 1985) p.47.

9. " A study of dislocation etch pits on diammonium hydrogen citrate

single crystals" (Communicated)

10. "Microindentation analysis of citric acid monohydrate single crys­

tals" (Communicated).

11. "Dielectric studies of diammonium hydrogen citrate single crystals"

(Communicated).
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CHAPTER ONE

CRYSTAL GROWTH — THEORY AND TECHNIQUES

The production of perfect single crystals for modern industry

demands a thorough knowledge of the science and art of crystal grow­

ing. The growth of Imufect single crystals has been developed over

the years by the complimentary interaction of crystal growth theory

and practice. Basic methods have been modified to produce perfect

and useful crystals and to enhance their applicability to specific

materials and classes of materials. The overall crystal growth process

is rather complex, as it is influenced by numerous interdependent

parameters.

In this chapter the fundamentals of the theories and techniques

of crystal growth are outlined. The growth of crystals from solution

is dealt in detail.

1.1. THEORIES OF CRYSTAL GROWTH

The theories of crystal growth can be divided into two sections,

one dealing with growth of ideal crystals and the other dealing with

growth of real crystals.

1.1.1. GROWTH OF IDEAL CRYSTALS

Gibbs /1/ made the first attempt to explain crystal growth 05



a thermodynamical basis. He considered crystal growth processes as

phase transformations which are driven by chemical potential between

the crystallizing and nutrient phases. In the case of such a transfor­

mation from vapour to solid forming crystals the minimum free energy

condition is given by

Z 0’Fi is a minimum

where crepresents the surface free energy of the ith face of area

F1. The above relation holds for the case where the crystal surface
is in equilibrium with its vapour.

Curie /2/ and Wulff /3/ developed the criterion of minimum free

energy. If Di is the perpendicular distance of the ith face of the
crystal from a fixed point inside the crystal, then the volume of

the crystal can be written as

v = 1/32:DiFi (1.1)
The total energy of the crystal is given by the summation

E =z,,iFi (1.2)
For a very small change in volume

av =zFidDi (1.3)
where one set of faces is assumed to grow at the expence of another.

From equation 1.1

dV = 1/3z(FidDi + DidFi) (1.4)
If the volume is kept constant, dV ==() and from equations 1.3 and

1.4 we get the relation

zDidFi = 0 (1.5)



In the minimum energy criterion if the total free energy is constant

and any variation of with F is neglected
6 = ‘2 idFi u (1.6)

and from equations 1.5 and 1.6 we get the relation, Diac 0-1, which
~means that the crystal should form a polyhedron such that the perpen­

dicular distance from a point within the crystal are proportional

to the specific free energies of the appropriate faces. The above

theory also implies that on a crystal, the velocities of growth of

different faces in the directions of the normals are proportional

to the appropriate specific surface free energies.

According to Bravais /4/, the velocities of the growth of the

different faces of a crystal would depend upon the densities of lat­

tice points in various planes, i.e. the reticular density. he also

suggested that the velocity of growth in a direction.normal to a face

would be the slowest for the plane of maximum density. The Bravais

theory was further developed to take into account of the effect of

symmetry operations on Miller indices and to explain crystal morpho­

logy. After the theories of Gibbs and Curie /1, 2/, Soehncke /5/ int­

roduced the idea of surface energies by postulating that the faces

which posses the greatest reticular densities are those with minimum

surface energies, and hence have minimum velocities of growth.

For the purpose of illustrating the growth of a perfect crystal

a model was suggested by Kossel /6/ in which the molecules are taken



to be cubes stacked face to face. Each cube is attracted equally by

all its six neighbours. In the Kossel model, at absolute zero, the

low index faces of a crystal has a completely flat surface partially

covered by another layer. There are incomplete steps on the surface

‘having exchange sites called kinks. As the temperature is raised,

some of the molecules leave the crystal surface acquiring sufficient

energy Ix) overcome the tdnding energy, while some molecules arrive

at the surface, leading to an equilibrium state.

A molecule absorbed on an atomically smooth crystal surface often

migrate considerable distances before it becomes a part of the crys­

tal. The distance through which an adsorbed molecule migrate is given

by Einsteins formula

x 2 = D 7' (1.7)s s s
where 138 ‘represents the diffusion coefficient and 7s the mean life
on the surface. In the model suggested by Kossel—Stranski

xsz a exp (3 WZRT) (1.8)
where a is the intermolecular distance, ¢is the strength of the near­

est neighbour bond, k is the Boltzman constant and T is the absolute

temperture. In the above expression the second and higher order neigh­

bour bonding is neglected.

The migrating molecules adhere to the kink sites on the steps.

BCF theory /7/ has shown that at any temperature there exist a finite

number of kinks on the steps. The mean distance xo between the kinks



is given by the relation

X0: 1/2 a exp (¢7'2kT) (1.9)
As the supersaturation is increased more and more molecules join kinks

and so the step advances. The rate of advance of a straight step is

given by the relation

‘W/kT (1.10)

where 1 is the saturation ratio, XS is the mean distance of diffusion
of the adsorbed molecule, 7 is a frequency factor which is of the

13order of atomic frequency of vibration «A 10 sec- in the case of

monatomic substances, W is the total evaporation energy.

Qualitatively the above equation implies that all molecules which

hit the surface in the zone of width Zxs will reach the advancing
step and since the concentration of kinks in the step is fairly large,

they will be adsorbed.

A curved step with a radius of curvature}> advances with a velo­

city

vp = vm(1—PC/9) (1.11)

where PC is the critical radius of curvature defined by the relation

PC = a¢/(2kT lnx) (1.12)
where 1 is the supersaturation.

(M1 a perfect crystal surface steps are created by thermodynamic

fluctuations. Once the step has covered the whole surface, a new layer



is to be initiated. This involves a nucleation process by which a

monomolecular island is formed on the edges of which growth proceeds.

The nucleation of monomolecular island requires additional energy.

If it is assumed that only a single nucleus of monomolecular height

is formed having a circular shape with radius r then the excess free

energy f of the system is given by

f(r) = -kT lnounrz/a2 +‘§27cr/a (1.13)

where d. is the supersaturation and 13 is the surface tension at the
interface. Once the nucleus is formed due to thermodynamic fluctuati­

ons it will spread and again leave it smooth. For further growth a

fresh nucleus is to be formed. The growth rate of crystals is governed

by nucleation rate rather than the growth velocity of surface steps.

A rigorous analysis of nucleation /7/ shows that the nucleus

is not circular, and the free energy per unit length of the edge var­

ies with crystallographic direction. The rate of formation of nuclei

is given by

Z(S/so) exp (—FO/kT) (1.14)
where Z gives the rate of arrival of fresh molecules at single surface

lattice sites, S is the surface area of the crystal face under consi­

deration and so is the area per molecule in the layer. F0 is the maxi­
mum surface free energy at critical radius of the nucleus. Substitu­

tion of typical values for the different terms in equation 1.14 brings
one tn) the conclusion that nucleation rate is 21 sensitive function

of supersaturation and below a supersaturation of 25-50 per cent the



probability of nuclei formation is negligible. This was not in agree­

ment with experimental observations /8/, where the growth rate was

found to be proportional to supersaturation down to values much lower

than the critical supersaturation as calculated from the surface nucl­

eation theory. This, therefore, led to the conclusion that the growth

of crystals at low smpersaturations could only be explained by the
fact that real crystal differ from ideal crystal.

1.1.2. GROWTH OF REAL CRYSTALS

It was Smekal /9/ who first pointed out that an important differ­

ence in the properties of crystals is related to the distinction bet­

ween ideal and real crystals. Certain properties independent of crys­

tal defects were designated by hifil as structure-insensitive ‘while

those dependent on crystal defects were termed structure-sensitive.

The imperfections that explained the smructure sensitive properties

were lattice flaws, interstitial atoms and dislocations.

A revolutionary breakthrough in the field of crystal growth was

presented by Burton et al. /7/. The success of their paper was due

to the application of concepts, results and methods of theoretical

physics to crystal growth. They gave the existing theories a stronger

statistical mechanical foundations and proposed the famous spiral

growth theory. The mathematical treatment of the spiral growth theory

is summarised as follows. If a>is the rotational velocity, the growth

14
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rate is given by the relation

R = 09/2 )hS (1.15)
where hs is the step height of the spiral step. Assuming this velocity
ix) be constant with time, the step velocity of the curved step is
obtained as

Vr = Vs (1—rC/r) (1.16)

where re and r are the radii of the critical and real nuclei respect­

ively and Vr and VS are the velocities of the curved and straight
step.

The radius of curvature r of the steps is derived in Cartesian

co-ordinates by considering a portion of a circular step, y = f(x)
‘BS

. 2 3 2r = [1 + (y) 3 / /y" (1.17)
The velocity normal to a rotating spiral step is given by the relation_ ‘ 2 2 1/2Vr — réu /[ l+rO (d6/dro) 3 (1.18)
where w is time rotational velocity, 1}) is the radius vector and d6

is an infinitesimal rotation during which the radius changes by dro

The velocity of the growing step along the radius of curvature

Vr is related to the velocity of a straight step on the surface by
(1.16) and therefore 2 2 1/2

VS (1—rC/r) = r00/[ 1+rO (de/dro) 3 (1.19)
which for large values of ro reduces to give

6 = (W/Vs)r0 + constant (1.20)



and for small values of r

6 = (1/2rC)r0 + constant (1.21)
Equations 1.20 and 1.21 represent spiral with constant step spacing,

SC = 19 rc. The spiral growth mechanism was shown to be favourable
_for the rate versus supersaturation data for growth from vapour meas­

ured by Volmer and Schultz /8/. Growth spirals is said to have been

observed /10/ on paraffin crystals by Heck, although these were not

recognized as growth spirals because this concept was not then develo­

ped. Griffin /11/ and later a number of others observed growth spirals

through optical and electron microscopic observation techniques /12,

13/. Growth spiral concept is now generally known in crystal growth

community and among scientists working in areas where crystallization

plays an essential role.

The recent developments in iflua theory of crystal growth using

as 21 frame of reference the BCF paper /7/, have been mentioned in

a recent review by Bennema /14/. It is shown here how and where the

BCF theory contributed to a narrowing of the gap between theory and

experiment.

1.1.3. GROWTH OF CRYSTALS FROM SOLUTIONS

Growth from pure solutions

During the growth from pure solutions a solute molecule must

.18



break the bonds it has with the solvent and make new bonds in the

crystal. It is believed that new molecules are added only at kinks

in steps present on the close packed faces of a growing crystal after

a crystal has been growing steadily for some time. The kinks on the

’monomolecular steps are so numerous /7/ that the steps behave as con­

tinuous line sinks with a velocity independent of crystallographic

orientation and a more or less circular shape indicating the location

of the source from which they originated.

The path taken by the solute molecules from the solution to a

kink site is not certain. Deposition may either occur directly at
the step via volume diffusion or solute molecules may become absorbed

on the surface and migrate to time steps by surface diffusion. Both

processes are considered to be active in most cases. Their relative

importance should depend on the ratio, DvCvea/DSCSE, where DV and

D8 are the volume and surface diffusion coefficients, Cve and Cse
are the equilibrium concentrations of solute in the solution and abso­

rbed on the surface, and a is the height of a step. The kinetics of

crystal growth can be considered in terms of a) the creation of steps

at certain sources and b) their motion away from the sources. Since

the flow of steps away from a source has an influence on the rate

of step creation, the latter part is considered first.

Flow of steps

It is clear that the velocity of a step will depend on the proxi­



mity of other steps on the surface, for, nearby steps absorb some

of the solute. Consider, for example, a series of uniformly spaced

straight steps of height, a, seperated by distances n-1, where, n

is the density of steps normal to their direction of motion. When

the steps are very far apart, the velocity of each will be maximum.

As the spacing between steps decreases their velocity decreases, beco­

ming a minimum for na = 1. In order to understand whisker growth and

morphology changes it is also necessary to consider steps which have

a step height equal to a multiple of the lattice spacing.

An expression for the flow rate 2/ giving the number of lattice

planes passing a given point on the surface per unit time, can be

obtained as a function of ‘n’. The relationship between u and n has

been shown by Cabrera /l5/ to have the form shown in Fig. 1.1. y is

the value of the rate of lattice planes past a point,;%°is the maximum
value of:/.

Sources of steps

Two main types of sources of steps can be distinguished: 1) po­

ints (Hi the crystal surface where dislocations with Burgers vector

having non—zero component normal to the surface terminate and 2) sur­

face nucleation at any point on a perfect crystal surface.

According to Cabrera and Levine /16/, dislocations should be
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the only possible sources at very low supersaturations when there

is no diffusion field near the source. Under these conditions, the

rate of formation of new steps at the source

as =2/.9/19PC (1.22)

where PC is the medium radius of curvature of the step corresponding
to the supersaturation 0' and is given by

pc =y.n-/kT ln (1 +6’) ‘£7-0-/kT°’ (1.23)
where-y is the surface energy of the edge of the step and—n-is the

volume of crystal per molecule. Under steady state conditions the

step winds itself into a spiral so that the density of steps away

from the source satisfieszg = 2/ and hence

n = 1/l9PC (1.24)
since 2/,” and PC-1 are both proportional too‘ , 2/0 is proportional to
the square of the supersaturation.

For surface nucleation at any point on a perfect crystal surface,

new steps must arise by repeated nucleation on the perfect surface

of the crystal. Such a process generally requires a very large super­

saturation and is observed only rarely.

Two important conclusions of the theory regarding growth in pure

solutions are that a single dislocation should be sufficient to grow

a large crystal and no mechanism is available for the introduction

of further dislocations. But, the presence of a small concentration

of impurities, provide a simple mechanism for the introduction of

dislocations during growth.

‘N
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Growth from impure solutions

The growth of crystals from solutions containing other solutes,

colloidal particles or suspended material is much more complicated

‘than growth from pure solutions. However, the growth of real crystals

generally occurs in such solutions, and to grow useful crystals it

is very often necessary to make minor additions to the growth solution

in order to influence the growth in some desirable way. An understand­

ing of impurity effects is thus of great interest. The effects of
impurities on growth kinetics is briefly discussed below.

The rate of growth is often altered by the presence of impurit­

ies, usually by way of reducing the growth velocity at a given super­

saturation. The effectiveness of an impurity in reducing the growth

rate decreases with temperature /17/. In certain cases addition of

impurities results in the increase of growth rate at a given supersa­

turation. For example, halide ions are known to facilitate reactions

at mercury electrodes /18/ and an increase in the rate of growth in

thickness of thin plates of lithium fluoride is brought about by addi­

tions of 2x10-6 mole fraction of ferric fluoride /19/.

If the impurity molecules are immobile on the surface so that

they will remain an: the points where they reached the surface, the

average velocity of advancing step is reduced by the impurities. It

is shown that there is a critical supersaturation below which growth

is extremely slow. Behind regions of very high impurity content bunch-ad

TV



ing of steps occurs producing dislocations. In the case of mobile

adsorbed impurities, the decrease in velocity due to the impurities

will be small. Thus immobile impurities are more effective than mobile

ones in retarding and in ultimately stopping the flow of steps and

‘consequently the growth of large crystals.

1.2. TECHNIQUES OF CRYSTAL GROWTH

The discovery of new properties and applications may be said

to be directly related to the availabilty of a large range of single

crystals. This section deals with the techniques of crystal growth

currently employed.

1.2.1. GROWTH FROM MELT

Growth from melt is by far the fastest of the growth methods,

as its rate does not depend on mass transport process. In principle,

the crystals of all materials can be obtained from melt, provided

they melt congruently, they do not decompose before melting and they

do not undergo a phase transformation between the melting point and

I'OOIIl temperature .

Czochralski method

In this method the melt is contained in a crucible. A seed fixed
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to a holder is brought into contact with the melt and after equilib­

rium is reached, the seed is pulled along with rotation during gro­

wrth. Rotation of seed and crucible are employed to optimise composi­

tional and thermal homogenization of the melt and to control the geo­

metric configuration of the crystal. Growth is generally carried out

in controlled atmosphere or in vacuum. This method is widely used

in silicon industry. Numerous other nmterials including oxides such

as sapphire and ruby can be grown by this method.

The major advantages of this method are that; growth from a free

surface accomodates the volume expansion assosciated with solidificat­

ion of many materials such as semiconductors; complications that may

arise due to wetting of the container by the melt is eliminated; large

single crystals can be obtained at high speeds; high crystalline per­

fection can also be achieved; the method is convenient for doping;

during growth the desired ambient atmosphere can be used, controlled

and changed. However, the method does not lend itself readily to the

growth of materials whose vapour pressure or that of one of their

constituents is high at the melting point. The requirement for a cru­

cible in Czochralski growth introduce the possibility of contamination

of melt.

Normal freezing and zone melting

In the normal freezing method, the charge is contained in a clo­



sed.container which can be mounted horizontally or vertically. A boat

can also be used as a container. If a seed is not used, the entire

charge is melted; solidification is initiated and the solid-melt int­

erface is advanced horizontally by moving the container through a

‘furnace with appropriate thermal gradients or by moving the furnace

past the container. The interface can also be advanced by controlled

power reduction. For obtaining specific orientation, a seed is common­

ly used at one end of the container. Single crystals with a preferred

orientation are usually grown using a container with a tapered end.

Vertical normal freezing, by advancing the growth interface upwards

yields better crystals in some cases. Normal freezing methods are
extensively used for growing single crystal of materials with volatile
constituents.

In zone melting a molten zone is established at one end of the

charge and is advanced by moving either the container or the furnace.

By this method a homogeneous distribution of impurities can be achiev­

ed. Zone melting is best known as a purification method.

Directional solidification methods are .simple and versatile.

The vapour pressure of volatile constituents can be easily controlled

in directional solidification methods. Growth can be carried out in‘

evacuated and sealed containers. Shape and size of the crystal can

also be controlled. Furthermore, growth can be carried out under sta­

bilized thermal gradients which nfinimize convective interference in
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growth and segragation.

The confining configurations in these methods present some limit­

.ations. When volume expansion is assosciated with solidification,

pressure can be exerted to the growing crystal leading to high densi­
ties of lattice defects.

Float-zoning

Float—zoning is essentially zone melting in a veritcal configura­

tion without a container. The zone is smstained by surface tension

forces. Thus this method is suitable for materials with high surface

tension and low density. The earliest of the crucibleless technique

is the Verneuil technique; a molten zone is formed on the top of the

seed crystal with EH1 oygen hydrogen flame or ruf. heating; to the

zone powder of the material is fed and growth proceeds by lowering
the seed.

The unique advantage of float—zoning is the elimination of the

melt container which reduces contamination. The instrumentation for

float zoaning is relatively simple for small diameter crystals. This

method cannot be used for the growth of materials with high vapour

pressure or of materials with volatile constituents.
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1.2.2. GROWTH FROM SOLUTION

In this process, a saturated solution of the material in an appr­

opriate slovent is used, from which crystals grow after the solution

is supersaturated by evaporation of the solvent or by lowering the

solution temperature. Solution growth is generally simple and inexpen­

sive. Materials which melt incongruently, decompose before melting

or undergo a phase transformation between the melting point and room

temperature are grown from solutions. The methods of solution growth

are usually classified according to the type of the solvent used.

They are mainly aqueous—solution, molten-salt (flux), metallic solu­

tion and hydrothermal growth.

Aqueous solution growth

The method rests on obtaining supersaturation'without inducing

sponteneous nucleation so that growth can proceed on the seed. Super­

saturation can be achieved either by evaporation of the solvent or

by decrease of the solution temperature.

The method is often simple and inexpensive. It can lead to good

quality crystals and lends itself to continuous operation. The growth

can be visually inspected. The method is slow and has thus limitations

for industrial production.



Fluxggrowth

In this method molten salts are used as solvents. For oxides

and solid solutions of oxides which have very high melting points

.and/or decompose prior to melting these are the only satisfactory

solvents. Molten salts of such composition should be contained in

platinum or irridium crucibles. Growh from molten salts is obtained

by decreasing the temperature of a saturated solution to acquire sup­

ersaturation. Seeds are commonly used and these can be withdrawn be­

fore the solution is solidified.

Flux growth is carried out at much lower temperatures than corre­

sponding growth from melt. A distinct advantage of the method is that

this is the only method for obtaining certain oxide solid solutions.

However flux growth is very slow and require precise temperature con­

trol. The purity of the crystals grown by this method is often margi­

nal. Flux growth is an expensive technique.

Metallic-solution growth

Single crystals of metallic phases and inorganic compounds are

readily obtained by solidification of saturated metallic solutions.

Diamonds are being commercially prepared from transition—metal solut­

ions under high pressure. Growth from metallic solution is now widely

used for preparation of high quality epitaxial layers and solid solut­

$35‘:
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ions of III-V compounds.

In the case of semiconductors the crystalline perfection attained

by LPE is better than that by melt growth. The thickness of LPE layers

‘can be controlled to within several hundred angstrom units. The limit­

ations of this method is that the growth is slow and is limited to

small crystals or relatively thin layers. The purity of the crystal

is limited by the purity of the solvent.

fiydrothermalggrowth

The technique is basically the same as the aqueous solution gro­

wth at elevated temperatures and pressures. The method is primarily

used for the growth of large high quality x-quartz crystal used for

piezoelectric applications.

In the growth of quartz,¢t—qurtz nutrient is used in an autoclave

containing aqueous solution of a base (NaOH). Growth is carried out

at about 400°C and pressure of about 2000 bars. High quality large

size quartz crystals are obtained by this method. In the hydrothermal

method, the major disadvantage stems from the requirements of autocla­

ves at elevated temperatures and pressures. Besides, considerable

period of time is required for growing large crystals.



l.2.3. GROWTH FROM VAPOUR

Bulk crystals as well as thin layers are prepared from vapour

phase. Since gases can in general be obtained at very high purity

and high purity conditions can be maintained during gaseous processes,

vapour phase growth can lead to high purity crystals. The method is

extensively used for the growth of high quality thin layers of materi­

als such as Si, II—VI and III—V compound semiconductors; layers of

metals and other inorganic compounds can be prepared from the vapour

phase. Growth from the vapour phase can be obtained without involving

chemical reactions. When. chemical reactions ‘are invloved they can

be irreversible or reversible. Successful growth from vapour phase

requires knowledge of the thermodynamic equilibrium among the reacting

vapour constituents which may involve species other than the initial

species. The kinetics of vapour growth are critically dependent on

the concentration or the diffusion of the desired reacting species.

The transport and/or equilibria of the species are often controlled

by the use of carrier gases.

In the irreversible reaction, the reactants. are ‘brought into

contact with the seed material at the appropriate temperature and

pressure of the reaction. Where the products are not recycled an open

tube arrangement is usually employed. This method is widely used in

the preparation of Si layers. The thickness and doping level of the

layers is readily controlled and very high purity materials are obtai­



ned by this process. But the process is slow.

In the reversible reaction, the solid material can be tuought

into the vapour phase and then reformed under controlled conditions

.by reversing the direction of the reaction. Epitaxial layers of III-V

compounds and solid solutions of these compounds are prepared by emp­

loying appropriate reversible reactions.

This is a method with which single crystals and epitaxial layers

of high chemical purity and crystalline perfection can be obtained.

The thickness and the doping of the layers can be closely controlled

and the process can be recycled. But since the growth is slow, the

method is not practical for bulk single crystals.

1.2.4. GEL GROWTH

Growing crystals from gel is successful in the case of materials

which cannot be grown from melt, vapour and solution. A number of

materials can also be grown by this method to avoid thermal strain

often introduced during growth from melt and vapour. In the gel method

the growth takes place at low temperatures.

One method for preparing a gel is from a solution of sodium sili­

cate of suitable specific gravity mixed with a component of the final

compound to be grown. To grow crystals, on the top of this gel the
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other reactant is placed in the form of a solution. This, besides

supllying the other component of the material to be crystallized,

keeps the gel from drying out. The components slowly diffuse and react

to form the compound. Crystals nucleate at the microflaws or dust

' particles in the gel. A variation of the method of growth is in using

a U—tube. The gel is kept at the centre of the vertically kept U—tube.

The reactants in the form of solutions, are kept above the gel in
the two limbs of the U—tube.

The major factors that control the nucleation and growth of crys­

tals are the concentration of the feed solution, the pH of the gel,

aging of the gel and the gel density. The optimum values of the vari­

ous parameters for a particular material is found out by trial and
€I‘I'OI' .

Since the crystals in gel medium are usually grown at room tempe­

rature it will have lower concentration of non-equilibrium defects

than those grown at elevated temperatures. The crystals can be obser­

ved at all stages of growth. The solute concentration at the growth

boundary is self regulating in accordance with the needs of the growth

process since the crystals are grown by diffusion. The gel medium

provides unconstrained support for the growing crystal. The disadvant­

ages of this method are the slow growth rate, which is essentially

diffusion limited, the inability to control the nucleation, and the

relatively small sizes of the crystals obtained.
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CHAPTER TWO

DISLOCATIONS AND ETCHING

The concept of dislocations originated at the outset of twentieth

centuary and developed mainly by the middle of the centuary. The clas­

sical treatises of Read /1/, Cottrell /2/ and Friedel /3/ were miles­

tones in the development of the theoretical and experimental study

of dislocations. The presence of dislocations are known to alter the

plastic, electric, magnetic, super conductive, piezoelectric, dielec­

tric etc. properties of crystals.

Etching is one of the widely used techniques to reveal dislocati­

ons in crystals. Excellent riviews on the etching of non-metallic

crystals are found in literature /4, 5/. Although etching was first

applied to dislocations /6/, its domain has expanded to various other
fields in defect studies

The first part of this chapter deals with dislocations in cryst­

als, types of dislocations, simple theory of dislocations and observa­

tion of dislocations. In the second part, etching of crystals, methods

of etching, theories of etching and information obtainable from etch­

ing are presented.

2.1 DISLOCATIONS IN CRYSTALS

A perfect crystal is built up from a unit cell by means of a

'3K o.



set of transalations,

3: nlgl + n232 + n333 (2.1)
where n1, n2, n3 are integers and 31, 32, 33 are three non-coplanar
basis vectors of the Bravais lattice of the crystal. But a real crys­

.tal differs from this periodicity of its unit cell due to the defects

which often strongly alter its properties. Such defects can be grouped

into four categories, namely, 1) point defects, 2) line defects, 3)

surface defects and 4) volume defects. Dislocations are linear defects

found in crystals which are produced due to internal stresses.

The most general way to create a dislocation in a crystal with

cubic structure is tx> cut the crystal along a surface bounded by a

line and to open the lips of the cut to an angle 900 in order to be

able to introduce a crystalline section which can be perfectly stuck

inside the lips

Burgers circuit

Consider a transalation dislocation obtained from a perfect crys­

tal by a cut and slip of lips relative to each other. If a large cir­
cuit is -made around the zone of bad crstal it does not close with

one to one correspondence with the points of perfect crystal. The

vector which must be added to close the circuit is called Burgers

vector and the circuit Burgers circuit.
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2. 1 . 1 TYPES OF DISLOCATIONS

The two major types of dislocations according to Friedel /3/
.are rotation dislocations and transalation dislocations. Rotation

I

dislocations occur rarely because of their large elastic energy and
is not thus discussed.

Transalation dislocations of special interest are edge and screw

dislocations. An edge dislocation whose geometry is shown in Fig.

2.1a has Burgers vector perpendicular to the dislocation line. This

type of dislocations was introduced in the study of plasticity by

Prandtl /7/. The Burgers vector of a screw dislocation is parellel

to the dislocation line (Fig. 2.lb). It is produced by a shear of
lips cum: parellel tx> the dislocation line. Screw dislocations were

first studied by Orowan /8/. A dislocation may be considered to have,

in general an edge and a screw component. Since the dislocation line

represents the boundary between the slipped and unslipped portions

of a crystal, it must either intersect the surface of the crystal
or close upon itself within the crystal. The dislocation may of pure

edge character in some places of the cxystal, pure screw in others

and hybrid of both in yet other places. The Burgers vector of a hybrid

dislocation makes an angle with the dislocation line.





2.1.2 SIMPLE THEORY OF DISLOCATIONS

Dislocations cause strains and stresses in a crystal. This incre­

ases the elastic strain energy stored. Consideration of the energy

of dislocations can be used to explain the following: 1) why moving

a dislocation requires low energy compared to moving a whole atomic

plane the same way through, 2) the reason for the increase in hardness

with increase in strain for crystalline material, 3) the softening

of a material by annealing and recrystallization, 4) why low angle

grain boundaries form and are stable, 5) why dispersion and precipita­

tion hardening increase the yield stress of crystals, 6) the reason

for break of dislocations into partial dislocations and 7) why etch

pits indicate the presence of dislocations.

Energy of dislocation

Consider a cylindrical crystal of length ‘l’ with a screw dislo­

cation of Burgers vector b along its axis. The elastic shear strain
S in a thin annular section of radius ‘r’ and thickness dr is,

S = b/Zfir (2.2)
where b = lb}. The energy per unit volume, dE/dV, of the annular reg­

ion is then,

2 = G/2 x (b/2nr)2 (2.3)dE/dV = 1/2 GS

where G is the elastic shear modulus. By integrating the expression

for dE between the limits b and the dimension of the crystal, the



energy of a screw dislocation is obtained as,

E '2 101:2 (2.4)

and the energy of and edge dislocation is approximately given by,

E 2‘ lGb2/1-V (2.5)

where Y is Poisson‘s ratio. If Y = 1/3, the energy of an edge disloca­

tion is about 3/2 that of a screw dislocation of the same length.

Since the energy of edge and screw type dislocations is proportional

to b2, stable dislocations are those with minimum Burgers vectors.

2.1.3 OBSERVATION OF DISLOCATIONS

.A number cflf methods exist for direct and indirect observation

of dislocations. Amelinckx /9/ has reviewed the methods of direct

observation of dislocations. The four major categories of these meth­

ods are, 1) surface methods, 2) bulk methods, 3) thin film methods

and 4) field emission and field ion microscopy.

‘In the surface methods the first phenomenon to be related to

dislocations was crystal growth on close-packed faces and at low sup­

ersaturations /10/. Direct evidence for the occurance of spirals at

dislocation site was obtained by Griffin /1l/ on surfaces of beryl

crystals. Evaporation, which may be considered as the reverse of gro­

wth, under conditions cflf low under saturation also produces spiral

steps related to dislocations. The method was first applied to alkali

halides /12/. Etching is considered to be one of the simplest methods



to reveal sites of dislocations. The first direct proof of the appli­

cability of etching to reveal dislocations was given by Gevers et

al. /13/ and Horn /14/. Etch pits located at the centers of spirals

are attributed to screw dislocations and those located elsewhere are

-attributed to edge dislocations. The study of cleavage steps provides

a limited amount of information on the geometry of dislocations /15/.

Slip steps caused by the movement of dislocations have been recorded.

Bassett /16/ has revealed slip step traces left by individual disloca­
tions in KBr.

In the bulk methods dislocations are revealed along their length.

Decoration technique, which consists in heating a crystal in such

}a way as to pmoduce visible particles along the dislocation lines,

is a simple bulk technique. Different methods are used for specific

crystals /9/. A number of X-ray methods are available which reveal

images of individual dislocations. X-ray methods are one of the most

widely used methods /17, 18/. The birefringence method for observation

of dislocations is based on the fact that an isotropic crystal becomes

birefringent when stressed. NaCl, for example can be made strongly

.birefringent by deformation. Kear et al. /19/ _have correlated the

birefringence bands in LiF with etch pits.

One of tjue most versatile methods for studying dislocations in

thin crystals is transmission electron microscopy developed mainly

by Hirsch et al. /20/ and Bollmann /21/. Transmission electron micro­

scopy is used to observe individual partial dislocations in a ribbon,



dislocation reactions in particular structures, dislocation net works

in certain structures, dislocations resulting from the agglomeration

of point defects, role of dislocations in plastic deformation, the

arrangement of dislocations in deformed metals, mechanical twinning,

recrystallization, phase transformation, interaction of impurities

and dislocations, thin plate effects etc. With high resolution micro­

scopes it is possible to resolve the individual lattice planes in
suitably chosen thin crystals and as a consequence to observe the

presence of dislocation directly. Moire patterns are used to determine

dislocation densities, movement of dislocations etc. The first moire

patterns were reported by Mitsuishi et al. /22/. Drechsler /23/ has

attributed the spiral features observed in the field ion microscope,

while subjecting a tungsten tip to field evaporation, to screw disloc­

ations. Well resolved images of the core structure of edge dislocat­

ions in molybdinum are obtained by Brandon and Wald /24/.

2.2 ETCHING OF CRYSTALS

Etching is widely accepted as a powerful tool for the detection

and characterisation of crystal defects, especially dislocations.

Although a number of general principles have been formulated over

the years, etching techniques are still based on a qualitative and

empirical basis.

The method of etching consists in immersing the crystal in a



suitable medium which may be a pure liquid, a solution or a gas. Small

pits nucleate and grow at the emergence points of dislocations. Dislo­

cation etchants are different for specific crystals and there is no

hard and fast rule to find out the dislocation etchant for a specific

. crystal.

2.2.1 METHODS OF ETCHING

Different methods exist for the successful etching of a crystal.

Some of the well accepted methods are thermal etching /25/, chemical

etching /26/, solution etching /27/, preferential oxidation /28/,

electrolytic etching /29/, cathodic sputtering /30/ and hydrothermal

etching /31/.

2.2.2 THEORIES OF ETCHING

Different theories of dissolution exist in literature which may

be used to explain the etching phenomenon. As the work reported in

this thesis is on organic crystals, an attempt is made to summarise

the existing theories of dissolution relating to nonmetallic crys­
tals.Among the cfiiferent theories of dissolution, thermodynamic and

topochemical theories deal with the formation of dislocation etch

pits (N1 crystal surface. Heimann /32/ has provided a cxmmmehensive

account of the different types of theories.

The topochemical adsorption theories express the dissolution



rate in terms of chemical reactions on crystal surface /32, 33/. Enha­

nced dissolution caused by preferred adsorption of a reactant at the

dislocation sites leads to etch pit formation. The enhanced dissolut­
ion at dislocation sites is due to the strain assosciated with disloc­

ations. Better contrasting pits are produced by the more absorbing

reactants. Although topochemical theories explain the etch pit format­

ion in crystalline substances which invlove the formation of reaction

products, serious limitations arise from the facts that each etching

system has to be treated independently and the details of the adsorpt­

ion process are not very clear.

The energy localized in the vicinity of a dislocation lowers

the free energy required for the nucleation of a cavity of unit depth
in the surface at the site of the dislocation. This decrease in free

energy causes the preferred dissolution of the surface at the emerg­

ence points of dislocations. This is the basis of the thermodynamic

theories (Hf dissolution. The free energy change with the formation

of a mono-molecular pit at the dislocation site is given by

AG = 2m‘a2/ -7r r2aAI4/J'L- aEd (2.6)

where r is the radius of the cavity, a is its height,A;-I the change
in free energy during dissolutionrfi-the molecular volume of the crys­

tal, # the specific surface free energy of an atom or molecule going

from the solid surface into the solution. The change in free energy

during dissolution is given by



AH = —kT 1n(c/co) (2.7)

where co is the saturation concentration of the material in an etching
medium and c is the actual concentration at the dislocation site.

The localised energy per unit length at a dislocation, is given.d
.by

Ed =xGb2/4'" (r1/ro) (2.8)
in Schaarwachteré theory /34/, where at is a constant equal to about

1.5 or 2 for screw or edge dislocations respectively, G is the shear

modulus, b is the magnitude of the Burgers vector, r is the outer

radius of the strained region of the crytal, ro is the radius of the
dislocation core beyond which elasticity theory holds. The maximum

free energy change is

Acn = pAGS (2.9)
where p = (l—¢C qGb/4rrzJ)2 (2.10)

andAGs =1: Eza-"-/m (2.11)
with the value of constant q *4‘ 0.1. Since the value of G/EA for the

same plane of similar type of crystals is almost a constant /35/,
the value of p decreases with an increase in the hardness of the crys­

tal.

The rates of dissolution along the dislocation line, vn, and

along the surface, vs, are given by /34/ as

vn = av exp E-(O-Gn +AH)/kT  (2.12)

vs =0'xSfiv exp '[:—AH/kTj (2.13)
wherev is a frquency factor,AH the free energy change for a molecule



going from the crystal surface into the soution, a the monomolecular

pit height,a-= 1-c/co the undersaturation, XS is the mean displacement

of an atom diffusing from a kink site to an adsorbed position,fi E
1 is a factor which accounts for the hindrance of the motion of ledges

_in the presence of an impurity. The quantity k* =gxs/a is defined
as the ledge mobility factor. For large undersaturation the pit slope

is obtained by the relation

vn/vs = 1/ k* exp QnpaJLV2flNukT) (2.14)
The parameters which determine the pit slope in equation (2.14) are

k*,A;L , 1) and p. Smaller v-alues of k*, p and ;) and a large value of

AM*lead to the formation of pits with greater contrast.

2.2.3 RELIABILITY OF A DISLOCATION ETCHANT

There are a number of methods to check the reliability of an
etchant. One of the methods is to introduce a known number of disloca­

tions into a crystal by bending it to a given radius of curvature

and to compare the calculated and the observed dislocation densities

/36/. This method is not suited for many rmmmetallic crystals. The

mirror image correspondence cflf etch. patterns (H1 matched cleavages

provides another simple test for a dislocation etchant. This is per­

haps the most widely used method to prove the reliability of an etch­

ant in the case of crystals having a cleavage plane. If crystals can

be obtained in thin plates, a one to one correspondence of etch pits

on opposite sides can be ea proof for the reliability of an etchant.
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One to one correspondence of pits on successive layers and etching

of grain bounary are also well accepted as definite proofs for a dis­

location etchant. A comparison with an independent method such as

decoration, X-ray topography etc. can be used to establish a dislocat­

ion etchant for a crystal. Dash /37/ has shown that decorated disloca­

tion line corresponds with every etch pit in the case of silicon.
B.Van der Hoek et al. /38/ has shown that the number of etch pits

is roughly equal to (and often even higher than) the total number
of dislocations revealed by Lang topography on the same face of potash

alum and has shown the correlation between etch pits and dislocations.

2.2.4 INFORMATION OBTAINABLE FROM ETCHING

Since dislocation etching produces etch pits at the emergence

points of dislocations, dislocation sites can Ema ascertained from

etching. The etch pits give a measure of dislocation densities. Since

the etch pits have certain depth they may also give some indication

concerning the direction of dislocation lines /39, 40/. Gradual remo­

val of the surface layers alternated with etching is a powerful tech­

nique for exploration of the spatial configuration of dislocations

/41, 42/. Movement of dislocations can be easily observed by etching

technique. A flat bottomed pit results if a dislocation moves out

of a pit produced by a first etching. This is because further etching

only develops the pit laterally. The etching technique is of special

importance for the study of dislocation motion as etch pits do not
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pin dislocation very much. Dislocation loops, helices, spirals and

half-loops can be easily observed by etching /113, 44/. Tracks due

to fission fragments and debris left by moving dislocations also are

etched. Dislocations parellel to and close to the surface are etched

- as grooves /45/.

Etching technique can be applied to a number of dislocation prob­

lems. One of the important problems solved by etching is the experi­
mental determination of the stress velocity relationship for indivi­

dual dislocations by Johnston and Gilman /46/. The distribution of

dislocations in slip traces and deformation bands can be revealed

by etching and deductions concerning the deformation process, glide

planes, dislocation density, distribution etc. can be made. Pileups

against boundaries, sub-boundaries and intersection points of glide

traces are often observed /47/. Dislocation multiplication and move­

ment can be studied by etching technique. Johnston and Gilman /48/

have employed etching to study the mechanism of multiplication of

dislocations in deformed lithium fluoride. Etch pit studies have cont­

ributed considerably in elucidating the origin of dislocations in

melt grown crystals /49/. Systematic etch pit studies in germanium
and silicon crystals have been helpful to device methods to eliminate

dislocations in them /50/. Etching has illustrated convincingly the

mechanism of polygonization /51/. The displacement of dislocations

in a direction perpendicular to their glide planes has been demonstra­
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ted by Gilman and Johnston /52/ by etching before and after heat trea­

tment_. Radiation hardening of a crystal can be accurately measured

by comparing the distance travelled by dislocations under the influ­

ence of a constant load. The rosette patterns assosciated with an

‘indentation cxnl be easily revealed by etching. The relation between

the initiation of cracks and pile ups of dislocations has been studied

extensively by etch pits /53/. In polar crystals positive and negative

dislocations are distinguishable by etching. Dislocations accompanying

electrical breakdown, surface pits (hue to vacancy condensation etc.

can be successfully observed by the simple etching technique. Etching

is also used for the study of grain boundaries /54, 55/, stratigraphi­

cal patterns /56, 57/, striations /58, 59/, twinning /60/, stacking
faults /59, 61/, inhomogenity in growth and crystallanity /59, 62/,

microdefects, cloud defects, precipitates, inclusions, impurity cen­

ters etc. /63-67/, strain fields and microplasticity characteristics

/68,-69/, orientaion determination of crystal faces and growth direct­

ions and postulation of crystal structure models /70-73/, fracture

studies /74/, magnetic domains /75/ etc. Etching is the only technique

for detecting nucleation and subsequent growth of dislocations around

precipitates in certain crystals /67/. Resolution of defects better

than that obtained by X—ray techniques is reported by some authors

/58, 68, 73, 78/. Combined with other direct dislocation observation

techniques such as electron microscopy /77, 78/, X-ray topography

/79, 80/, decoration /81, 82/ etc., etching has been successfully
used for defect studies.
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CHAPTER THREE

DEFORMATION AND FRACTURE

Hardness, toughness and brittleness are three import­
ant mechanical parameters on which the reliability of
a material for engineering applications hinges. While
hardness and toughness are parameters for quantifying
deformation and fracture processes of a solid, brittleness
is a measure of the relative susceptibility of the mate­
rial to these competing mechanical processes. Indentation
technique has been accepted as the most convenient and
accurate technique fin‘ the scaling (Hf these parameters.
The present chapter deals with the basic theory and tech­
niques for the evaluation of hardness, toughness and brit­
tleness.

3.1 INDENTATION STRESS FIELDS

The knowledge of the stress fields within the loaded
system is necessary for any theory of indentaion hardness
and fracture. The stress field. is related to the nature
of the contact zone and the factor determining the boun­
dary conditions for the field is the shape of the inden­
ter. Two classical elastic indentation fields involve
the idealized point indenter and tflma spherical indenter.
In EH1 isotropic, linear elastic. half-space subjected to
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a normal point load P, the solutions for the stress field
assume the simple general form /5/

crij = (P/7tR2) [fi3.(¢jjY. (3.1)
when expressed in terms of the curvilinear co-ordinates,
where R is the radial distance from the point of contact,

EfiJ.(¢DY is an independent angular function which is
itself a function of Poissons‘; ratio 7’. In the case of
a spherical indenter loaded into a flat specimen, the
complete stress field solution is of the form

Gij/po = [éij(P/a, z/a) Y (3.2)
where po is 21 constant nearly equal to H, the hardness,
P the actual distance of the point from the contact cir­
cle, ‘zf is the radius (Hi the circular elastic contact,
2 is the distance of mutual approach,)' is the Poissons‘.

ratio and gij is a function of P/a and z/a which is a
function off .For indenters of regular geometry such as
Vickers, the stress field about the contact site has polar
components of the form

fl. = Hf..(6 a/r) (3.3)13 13 ’
where f are dimensionless coordinate‘ functions, ‘ a’

13

a characteristic dimension of the indenter, H the hardness
and 9 and ‘r’ polar co-ordinates of the point.
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3 . 2 HARDNESS

Hardness usually implies resistance to deformation which in turn

denotes the ability of one body to resist penetration by another.
-when a sharp indenter is loaded onto a flat surface of a material

it leaves an impression on the surface. Hardness is an indicator of

the irreversible deformation processes which characterize the test

material. There are three types of hardness measurements which depend

upon the manner in which the hardness test is conducted, namely, 1)

scratch hardness, 2) dynamic hardness and 3) indentation hardness.

With scratch hardness measurement, various materials are rated on

their ability to scratch one another. Hardness is measured in I"/Iohs

scale, in which ten standard minerals are arranged in the order of

their ability to be scratched. In another type of hardness test the

depth and width of the scratch drawn by a diamond stylus under a defi­

nite load gives the hardness /1/. In dynamic hardness measurements,

the indenter is dropped on the specimen surface. The energy of impact

is the measure of the lmudness. Hardness is also measured in terms

of the height of rebound as in the case of Shore sceleroscope.

3.2.1 INDENTATION HARDNESS TESTS

Brinell hardness

The Brinell hardness test consists in indenting the surface of
the solid with a ball at a definite load and for a definite time.
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5&5

The diameter of the indentation_is measured by a low power microscope

after removal of the load. The Brinell hardness number (BHN) is ex­

pressed as the ratio of the load to the surface area of the indenta­
tion.

BHN = P/GTD/2)(D-JE§:d§) (3.4)

where P is the applied load in kg, D the diameter of the ball in mm

and ‘d'is the diameter of the indentation in mm. As a rule, the BHN

of a material is constant only for one applied load and diameter of

ball. Owing tx> elastic recovery, anomalous behaviour such as piling

up or sinking in occurs affecting the hardness value.

Mayer hardness

In Mayer hardness (MH) test, the hardness is measured as the

ratio of the load and the projected area of indentation.

MH = P/7;-r2 (3.5)

where P is the applied load in kg, ‘r’ the radius of indentation.
MB is less sensitive to the applied load than Brinell hardness. For

a cold—worked material the MB is esentially constant and independent

of load.

Vickers Hardness

The Vickers hardness (VH) test makes use of a diamond pyramid

for indentation. The pyramid has a square base and an included angle



of 1360 between opposite faces of the pyramid. Vickers hardness number

(VHN) is defined as the load divided by the surface area of the inden­

tation, which is measured from microscopic measurements of the lengths

of the diagonals of the impression. Lawn and Marshall have used inden­

tation analysis for the determination of hardness /8/. Hardness is
obtained from the relation

Hardness (H) = P/or. a2 (3.6)

where P is the load, 5' is half the indentation diagonal and acis a

constant whose value equals 2, all the quantities being in M.K.S
units.

Rockwell hardness

The test utilizes the depth of indentation under constant

load as a measure of hardness. A dead load is first applied

to seat the specimen. Due to this the amount of surface prepa­

ration needed and the tendency for ridging or sinking by the

indenter is minimum. Then the major load for indentation is

applied, and the depth of indentation is automatically recorded

on a dial gauge in terms of arbitrary hardness numbers.

Knoop hardness

When hardness is to be measured using small specimens

Knoop indentation is found to be best suited. A Knoop indenter
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is a diamond ground to a pyramidal form which produces a dia­

mond shaped indentation with the long and short diagonals in

the approximate ration of 7:1. The depth of indentation is

about one-thirtieth of the length of the longer diagonal. The

Knoop hardness number (KHN) is the applied load divided by

the uncovered projected area of indentation.

KHN = P/Lzc (3.7)

where P is the applied load (kg), L is the length of the long

diagonal (mm), and ‘c’ is a constant of the indenter.

Precautions

For accurate and reproducible results from the hardness measure­

ments the following precautions are ix) be observed. 1) Tfima indenter

should be clean and well seated. 2) The specimen should be clean,

dry and smooth. 3) The surface of the specimen to be indented should

be flat and perpendicular to time indenter. 4) The thickness of the

specimen should be at least ten times the depth of the indentation.

5) The spacing between indentations should be three to five times

the diameter of the indentations. 6) The speed of application of the
load should be standardised.

3.3 TOUGHNESS

Toughness is a convenient material parameter characterising

fracture processes initiated by microcracks. Microcracking during
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contact loading of brittle solids is a feature to a large number of

applied phenomena. The shaping of brittle materials by drilling, grin­

ding, cutting and abration; the damage and erosion of surface; frag­

mentation etc. are all closely related to the nmnner of initiation

and propagation of microcracks. Central to the scientific analysis

of such phenomena is the indentation test which historically evolves

from a background of well founded principles. As early as 1881, Hertz

gave a quantitative description of the cone shaped crack that runs

around a contact circle and spreads downwords into one of the bodies

at critical loading /4/. According to Griffith /5/ the crack is as­

sumed to initiate at some dominant flow in the specimen surface and

then propagate into a characteristic cone in accordance with the req­

uirements of_ an energy balance condition. Indentation methods are

now widely used for the analysis of cracks and to evaluate toughness

which is the widest accepted fracture parameter /3, 6, 7, 8, 9/.

3.3.1 MECHANICS OF INDENTATION FRACTURE

It is possible to determine the mechanics of the fracture confi­

guration from the stress field beneath an indenter. Two important

aspects of this problem are 1) crack initiation and 2) crack propagat­

ion. The first aspect deals with how and where do the cracks start

and the second as to what path do the cracks take when once started

and what determines the extent of their growth. In these two aspects,

the initiation of cracks is less quantised in terms of basic material
~.

properties. Cracks initiate from :flaws pre-existing cnr induced by
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indentation_process. Pre-existing flaws occur typically as micron-sca­

le microcracks; their nature and distribution depend in -a complex

way on the mechanical, thermal and chemical behaviour of the material.

It is possible in many cases to introduce, remove or control these

flaws. Deformation introduced flaws tend to nucleate at points of

stress concentration. In general, the indented specimen will be chara­

cterised by a number of flaws prior to fracture. Whether or not a

given flaw becomes critical for fracture, depends on its size, posit­
ion and orientation within the tensile field. When one becomes criti­

cal, this dominant flaw developes into a well defined propagating

crack. The conditions which determine the extension ofwa well develo­
ped crack may then be expressed in terms of the total energy. For

a quasistatic system this energy,

U = (—WF+UE) + U (3.8)S

where WF is the work of the applied force, UE is the elastic strain

energy in the cracked body and Us is the total surface energy of the
crack walls. An energy interchange occurs between the mechanical term,

(-N?+U?), which decreases with extension, and the surface energy term

which increases correspondingly. The variation of these energy terms

with respect to crack area c is,

dU/dc = d(-WF+UE)/dc + dUS/dc = -G + 2T (3.9)
where G is the mechanical energy release rate and T is the fracture

surface energy. In the case of an ideal brittle solid, where the dis­

sipative components are zero for the work of creating new crack surfa­

ces, T reduces to the reversible surface energy-y.
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3.3.2 CRACK PATHS

An esential requisite for fracture analysis is the information

regarding the prospective crack geometry. In an ideal brittle solid,

for a given crack of characteristic area ‘c’, the relative orientat­

ion of an incremental extension &c is that which maximizes the quan­

tity G-221 (where T=v) in equation (3.9) /10, 11/. For anisotropic

solids, notably single crystals, the orientation dependence of both

elastic constants and surface energy is 11) be taken into account in

determining the maxima in G-Zfl.

For sharp indenters certain underlying features of the fracture

behaviour are quite general and provide the basis for a working model

/1/. Provided the surface does not contain severe handling damage,

cracking would be expected to occur preferentially close to the cont­

act axis. The sequence of the crack formation and subsequent crack

propagation events for sharp indenters can be enumerated as follows:

1) the sharp point of the indenter produces an elastic deformation

zone, 2) at some threshold, a deformation—induced flaw suddenly deve­

lops into a small crack, called the median vent, on a plane of symme­

try containing the contact axis, 3) an increase in load causes further

stable growth of median vent, 4) on unloading the median vent begins

to close (but not heal fully), 5) in the course of indenter removal

sideways-extending cracks, termed lateral vents, begin to develop,

6) upon complete removal, the lateral vents continue their extension,
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toward the specimen surface and may accordingly lead to chipping.

For spherical indenters, in the absence of deformation induced

nucleation centers, the fracture will initiate at a pre—existing flaw.

The frature grow by running around the contact in circular trajector­

ies.

3.3.3 TOUGHNESS AS A FRACTURE PARAMETER

With the development of Griffith—Irwin fracture mechanics, seve­

ral parameters are used to specify resistance to crack growth. Of

these parameters, KC, ‘which. represents the :fracture: driving force
has gained the widest acceptance as a material quantity in design.

Toughness identifies with the stress intensity factor for an equilib­

rium tensile crack and thereby takes on the form given by Lawn and

Wilshaw /10/,

KC = PE(c) = constant (3.10)
where P is a loading parameter and ‘c'is a characteristic crack dimen­

sion (Fig.3.1).KC uniquely determines the intensity of stress field
about the crack tip,

/2
= KC giJ.(9)/(2fir)1 (3.11)O''..

13

where gij are angular functions.

In terms of fracture mechanics, the toughness parameter may be

intrepreted physically at two levels: macroscopically, it emerges
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Fig.3.1 Schematic diagram showing a cracked microindentation impres­
sion.
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as a composite of elastic and surface properties; microscopically,

it relates to time basic. non-linear seperation. process responsible

for crack-tip extension. For 21 solid containing well defined crack

of specific dimensions, KC determines the fracture stress in uniform
tensile loading and is accordingly a key material quantity in strength

analysis. Taking the propagation stage, the ‘well-developed median

cracks extend under near center—loading conditons and accordingly

satisfy the simple equation for penny—like geometry,

P/c3/2 =5KC

where Bis an indenter constant. The c(P) function appropriate to

(3.12)

initiation is much more complex; its key feature is a maximum in the

load at,

P* =A KC(KC/H)3 (3.13)

c* = p (KC/H)2 (3.14)
where A andp are additional geometric constants and H is hardness.

By suitably normalizing the indentation variables in the above equat­

ions, the computed functions can all be represented in a single, uni­
From the available Vickers data the constants areversal. diagram.

calculated and are fl== 7, A:= 1.6x1O4 and;4 = 120.

3.4 BRITTLENESS

The requirements of modern technology has caused a renewed inte­

rest in the development of strong materials. But many of the strong

materials suffer from one major disadvantage; they tend to be brittle.

Knowledge of the factors which determine brittleness is by and large

(
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empirical. Brittleness is said to measure the relative susceptibility

of a material to two competing mechanical responses, deformation and

fracture /3/. A number of useful parameters have been devised for

quantifying both deformation and fracture properties separately. But

little effort has been made to combine such parameters into a common

description. The crack models /12, !3/ which consider the local resp­

onse of the structure about an equilibrium crack, represent the most

important attempts in this direction. In these models, brittleness

is tied up with the relative values of the ideal reversible surface

energy and actual work of fracture. The concept is of more academic

than practical importance. Another basic idea stems from the realizat­

ion that a suitable indentation pattern can provide simultaneous info­

rmation on deformation and fracture properties of a given material

/14, 15/. Based on this basic idea Lawn et al. /3, 16, 17/ have propo­

sed the ratio of hardness to toughness as a simple index to brittle­
ness with a view to establish a convenient basis for material classi­

fication. The ration of H/KC has dimensions of (distance)—1/2. A defi­

nite physical significance is attached to this factor in the indentat­

ion problem /16-19/. H/KC reflects on the relative scales of the defo­
rmation and fracture zones about a sharp—contact site and thereby

introduce a size effect into the competitive mechanical responses.

This brittleness concept is amenable to routine experimentation.

All the information needed for a determination of the brittleness

index is contained in a single, well developed Vickers indentation
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pattern. Detailed analysis of the deformation/ fracture mechanics

of the indentation process provide equilibrium relations for the char­

acteristic dimensions ‘a' and ‘c’ in terms of load P as

P/a2 =
3/2

d.H (3.15)
and P/c = fl KC (for c>> a) (3.16)

where H and KC are hardness and fracture toughness; .1 and/3 are const­
ants. Combining the above equations

H/KC = Qflfiial/2) (c/a)3/2 for c:s>a. (3.17).
Thus brittleness may be evaluated from scale measurements alone, with­

out even specifying the load.
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CHAPTER FOUR

EXPERIMENTAL TECHNIQUES

This chapter describes the experimental techniques used in the grow­

,th, identification of faces, specimen preparation, dislocation etching,

indentation analysis, fractographic studies, dielectric measurement,

spectral analysis and thermal studies of DAHC and CA single crystals.

4.1 GROWTH TECHNIQUES

The crystal growth set up for DAHC crystals is shown in Fig.4.l.

It consists of a solid state constant temperature bath with an inner

working chamber of volume (37.5x26.5x34.5)cm3 and a capacity of 40 lit­

res. The temperature is controlled by a Beckman thermometer having an

accuracy of +/- 0.01OC below 60°C. A uniform distribution of temperature

throughout the bath is effected by a multi-bladed stirrer.

To eliminate the vibration due to stirring a separate arrangement

was made to hold the crystallizers containing the growth solution. The
arrangement provided the facility to grow many crystals in the same run.

The solution in the crystallizers was stirred by IT'shaped stirrers conn­
ected to the shafts of variable d.c. motors.

For growing CA crystals the crystallizers were placed in hermetical­

ly sealed vessels containing water absorbants. These vessels were placed

in the thermostated water bath during crystallization.
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Good quality seeds of DAHC and CA were obtained by the method pres­

cribed by Holden /1/.

.4.2 IDENTIFICATION OF FACES

The faces of large crystals were identified by measuring the angles

between the faces using contact goniometer of Carl Zeiss Jena which is‘

of the type invented by Carangeot in 1780. It is the simplest instrumenti

suitable for measuring angles of large crystals. It consists of a protac—

tor and a rotating bar pivoted about the centre of the protector. In‘

the measurement of an interfacial angle the goniometer is applied to

the crystal so that the edge between faces is parallel to the axis of

rotation of the bar. The circular scale is divided in degrees. An auxili­

ary scale on which one degree is divided into twelve equal divisions

provide an accuracy of 5 minutes to the angle measured. The angular meas­

urements for small crystals were made using a two circle goniometer head

attached to a spectrometer as shown in Fig.4.2. It is based on the prin—»

ciple of obtainig consecutive reflections of rays of light from crystal

faces. A complete revolution of the crystal makes it possible to measure:

the angles between faces of one zone. The angle between faces of otherf

zones can be obtained in'a similar way. This goniometer arrangement alit

lows measurements to be made with an accuracy of one third of a minute.~5

4.3 SPECIMEN PREPARATION

The specimens required for characterization of DAHC and CA were



Fig.4.2 Goniometer set up for the measurement of interfacial angles.
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obtained from good quality crystals. Single crystals were cut in the

required form. using, a solvent string crystal cutting unit shown in

Fig.4.3.

Igescription of a crystal cutter.

The crystal cutting unit consists of five parts: 1) a driving unit,

2) pressure exerting unit, 3) a wetting unit, 4) a rotating platform
and 5) a movable Vernier holder fitted with clips.

The driving unit consists of a variable speed d.c. motor and pulley

system consisting of three pulleys fixed to a vertical frame. Two of

these are cone pulleys for varying the speed of the thread. The third

pulley forms a part of the wetting system.

The pressure on the crystal is exerted by increasing the tension

of the cutting string. A nmwable guide fitted with two grooved heads,

a spring load arrangement and an auxiliary movable pulley is used to
increase the tension.

The wetting unit consists of £1 reservoir, the height of which can

be adjusted using a fine screw arrangement. The volume of the solvent
in the reservoir can also be varied.

A rotating platform graduated in degrees helps to cut the crystal

in any desired direction. This platform can be fixed in any desired dire­

ction using a fixing screw. A vernier attachment may be used along with



Fig.4.3 Solvent string crystal cutting unit.
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the circular main scale to obtain high accuray.

At the centre of the platform is fixed a movable scale attached

to a screw head. Using the screw arrangement the crystal can be moved

‘by a fraction of a millimeter. To keep the crystal in position specially

designed locking clips are used.

The major factors that determine the perfection of the cut are,

1) the speed of the string, 2) the pressure exerted by the string on
the crystal and 3) the wetting of the string. All these factors can be

varied in the cutting unit described above. The optimum conditions for

a perfect cut is to be found out for each specific crystal.
4.4 DISLOCATION ETCHING STUDIES

Etching of crystals was performed in special vessels by stirring

the etchant at the rate of nearly 50 r.p.m. Specially designed grippers

of light materials were used to handle crystals which could not be hand­

led by metallic forceps. For very thin crystals etching was done by keep­

ing the crystal in a net and immersing the net -in the etchant. Etched

crystals were studied under incident light microscope, ‘Epityp 2'of Carl­

-Zeiss Jena. As grown crystals or cleaved crystals were used for etching

studies. Small specimens and specimens for which repeated etching was

not necessary, were mounted on microscopic slides using adhesive. Speci­

mens which needed observation on both sides were placed on a special

thin plate with grooves of different size and shape. For observing shal­

low pits, the surface of the specimens were coated with a thin film of
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aluminium by vacuum evaporation.

4.5 MICROINDENTATION ANALYSIS

Hardness, toughness and brittleness of DAHC and CA crystals were

evaluated by microindentation technique. Microindentation is carried

out on DAHC and CA using Hanemann diamond pyramid indenter which can

be attached to the Carl—Zeiss microscope. The set up for microindentation

analysis is shown in Fig.4.4. The Hanemann hardness tester consists of

a diamond in the shape of a quadrangular pyramid. The sides of the pyra­

mid have a slope of 22 degrees. The bottom of the diamond which is shaped

as a short bar, is mounted on a small hole drilled into the front lens.

Large annular portions which are left free in the front lens is used
for illumination and observation of the specimen. The indenter unit is

also provided with an optical system with a scale to indicate the testing

load. The objective, with the diamond is suspended from two disc springs.

Any load applied tx> the diamond causes the suspension to activate the

optical system which indicate the load observable through the eyepiece.

The eyepiece have two reticles (one of the reticles is stationary

and the other movable), each of which is at right angles. The two markigs

can be used to measure the diagonal length or the area of the indentation

mark. Using this indenter loads as small as 0.2 gms and as large as 200

gms can be applied to the specimen during indentation.



4.6 FRACTOGRAPHIC STUDIES

Fractography is the technique developed for studying the patterns

found on nascent fracture surfaces using optical microscope /2/. Nas­

cent fracture surfaces are obtained by cleaving a crystal using a

blade. For the fractographic studies of DAHC, a specially fabricated

crystal cleaving unit was used by which routine cleaving can be accur­

ately performed to get very thin slices. The set up for crysal cleav­

ing is presented in Fig.4.5. It consists of 1) a metallic supporting

frame, 2) a cleaving unit, 3) a cirular platform and 4) a crystal

holder. The supporting frame is made up of a horizontal base on which

two vertical bars are fixed. The other ends of the bars are joined

by a horizontal bar. The cleaving unit is made up of another horizon­

tal bar whichcan slide freely along the vertical bars and can be

stopped at any position using arresters. A sharp blade is fixed at

the centre of the lmuizontal bar. Pressure is applied on the blade

using a spring load arrangement. A scale on which the crystal rests

moves under the action of a screw at the centre of the platform. The

crystal is fixed with the help of locking clips specially designed

for the purpose. This unit helps one to find out the pressure required
to cleave a crystal.
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lo . 7 DIELECTRIC MEASUREMENT

For the measurement of dielectric constant and loss of DAHC,

samples of size (5x5x.4)mm3 were cut from large single crystals using

solvent string cutter described in section 4.3. These samples were

then polished to obtain smooth surfaces and dried thoroughly. A uni­

form layer of silver paint was applied as electrodes and mounted on
the holder of a dielectric cell. The cell used for the dielectric

measurement is shown in Fig.4.6. It consists of an inner thin walled

brass jacket which can be evacuated. This inner jacket is kept in

an outer jacket containing liquid nitrogen. Heating filament is wound

around this jacket which is switched on during the heating cycle.

The crystal specimen is held between copper electrodes fixed on two

teflon discs. The lower disc is fixed to three symmetrical rods and

the upper disc slides on them and is kept pressed to the specimen

with springs. Temperature measurements were made with a copper-const­

antan thermocouple kept in the proximity of the crystal. The thermo­

couple voltage was measured using a digital microvolt meter.

The experimental set up for the measurement of the dielectric

constant and loss is shown in block diagram (Fig.4.7). The dielectric

measurements were made by capacitance measurement of DAHC specimens

placed as dielectric between two electrodes. Capacitance and loss

were measured by using a 0.1% universal bridge TF 1313 A of Marconi

Instruments Ltd., U.K. The frequency of the input voltage was varied
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Fig.4.6 Schematic diagram of dielectric cell. 1) Outer jacket, 2) Liqu­

id N2, 3) Inner jacket, 4) Teflon discs, 5) Heating elements, 6) Elec­
trode leads, 7) Thermocouple, 8) Copper electrode, 9) Specimen.
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using a philips oscillator along with a systronic counter timer. The

experiment was conducted in a vacuum of the order of 10-2 Torr.

4.8. SPECTRAL AND THERMAL STUDIES

The IR spectrum of DAHC has been recorded at room temperature

on Perkin-Elmer 599 spectrophotometer. This double beem IR spectrometer

gives good ordinate accuracy and constant response down to 0% transmis­

sion. Low noise facility helps improved microsampling and is also help­

ful when working with accessories and poorly transmitting samples.

The success of a spectroscopic investigation depends on the prepa­

ration of suitable samples. In the case of DAHC, crystalline samples

could not be used due to their strong absorbance of IR rays. Transmis­

sion was almost zero percent for 0.5mm thick samples. Thinner samples

were susceptible to cracking. Hence mull and disc techniques were used

for the preparation of the samples. In the mull technique a few good

quality crystals were finely powdered imlza grinding mill so that the

mean particle size is below the IR region wavelength. This was further

treated in a glazed porcelain mortar. This very fine powder was mixed

with the required quantity of nujol. The mixture was pasted on a NaCl

window for spectroscopic analysis. In the disc technique a perfect

crystal was powdered with thoroughly dried KBr. About 1 gm of the mix­

ture was used to make a pellet and using this the spectrum was
obtained.



The UV spectrum was recorded on a double beam spectrophotometer,

Shimadzu UV-190 having a wavelength drive capability with a Czerny——

Turner grating monochromator, covering a wavelength range 195 to 860

nm with a 2nm band width. The double beam optics ensure a flat base

line with +/- 2% T. It can be converted to a recording spectrometer

by hooking up an external recorder, having low noise, low drift and

high stability. The specific features include linear absorbance, li­

near transmittance and direct concentration read out. The UV spectrum

of DAHC was recorded in doubly distilled water.

The thermal analysis of DAHC and CA crystals were carried out

using a DSC, Perkin—Elmer 2. The samples were sealed in Al sample

pan and heated at the rate of 200K/min in dry nitrogen atmosphere

and DSC scanning was done on DAHC and CA from room temperature upto
0

the melting points of these crystals.
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CHAPTER FIVE

GROWTH AND MORPHOLOGY OF DAHC AND CA SINGLE CRYSTALS

5.1 INTRODUCTION

Love and Patterson /1/ have grown DAHC single crystals by a laye­

ring technique. ]k1 this technique, the aqueous citrate solution was

layered under either ethanol or acetone, i.e. under hydrophilic solv­

ents in which citrate salt is nearly insoluable.

CA is reported to crystallize as anhydrous at temperatures above

36.6OC and as monohydrate below this temperature /2/. The rate of

growth of CA in aqueous solution has been studied by NYVLT and VACLAVU

/3/.

The external morphology of a crystal depends on the growth rates

of the various faces and the variation of these rates with time. The

growth itself is determined by internal and external factors. The

internal factors affecting crystal morphology are crystal structure,

the presence and distribution of dislocations and the presence of

twin boundaries. The external factors are temperature, the pressure,

the degree of supersaturation and undercooling, the supply of crystal­

lizing particles (determined by their condentration and diffusion

in the noncrystalline phase and the amount of stirring in this phase).

Through the study of surface structures information pertaining



to 1) mechanism and process of crystal growth, 2) the unit of growth,

3) movement of dislocations after cessation of growth and the stress

history of crystals, 4) supersaturation conditions of crystal growth
in different localities, 5) the prediction of possibility of polytyp—

ism, 6) new intrepretation for the mechanism of contact twin formation

and 9) direct observation of twinning due to stacking fault during

growth and its structural intrepretation can be obtained.

This chapter deals with the growth, identification of faces and

study of the as grown faces of DAHC and CA crystals.

5.2. EXPERIMENTAL

Saturated solution of DAHC in doubly distilled water was prepared

from 99% pure citrate powder of Sarabai V. Chemicals. Crystals were

grown,

in seperate test tubes.

not found useful for morphological studies. Different concentrations

of time salt solution were layered under acetone and the effect of

concentration on the initiation of nucleation and the number of cryst­

als obtained after a period of two weeks were observed.

Crystals used for the present investigation were grown by slow

evaporation at constant temperature using saturated salt solution.

Good quality seeds were suspended either at the bottom or centre of

layering tjua salt solution under ethyl alchohol and acetone

The crystals obtained were small and were
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the crystallizer containing the salt solution. Crystals were also

grown in a nfixture of alchohol and water where the ideal solubility

condition for crystal growth from solution was achieved /5/.

99.5% pure citric acid obtained from E. Merck,(India) Ltd., was

further purified by recrystallization using doubly distilled water.

Using this a saturated solution was prepared and CA crystals were

grown by slow evaporation in constant temperature bath by seeding
the solution. The angles between the faces of the crystals of DAHC

and CA were measured using goniometers described in chapter four.

The as grown faces of these crystals were studied using the microscope

described earlier.

5.3. RESULTS AND DISCUSSION

Fig. 5.1 shows DAHC crystals grown in a test tube in which the

solution is layered under ethyl alchohol. The nucleation is spurious

and a number of crystals grow at the interface of the salt solution

and the alchohol layer. The effect of solution concentration on initi­

ation of nucleation, the number of crystals and the quality of the
crystals after a period of two weeks in acetone layering are presented

in table 5.1. In solutions of concentration less than 3.6 N, nucleat­

ion was slow and crystals with well developed faces were obtained.

Some of the crystals contained inclusions (Fig. 5.2). Large and per­

fect crystals were grown during a period of two weeks by slow evapora­



Fig.5;1 DAHC crystals growing in a test tube. (x4)



TABLE 5.1. Effect of solution concentration on initiation of nucleat­

ion, the number of crystals and the quality of crystals obtained after

a period of two weeks.

Solution Initiation Number of Quality of
concentra— of nuclea- crystals crystalstion tion after two weeks

Sl. No. (Normality) (Hrs.)

1 4.87 4 100 Tiny, imperfect2 4.68 4 100 "
3 4.51 5 100 Small, imperfect4 4.36 6 100 "5 4.21 8 100 Small6 4.07 12 50 "
7 3.94 14 40 Medium8 3 82 28 20 "9 3 71 32 13 "
10 3.59 40 13 (7x5x1)mm3
11, 3.49 52 12 (8x5x2)mm3
12 3.40 62 10 (8x5x2)mm3

faces developed



tion of saturated salt solution (Fig. 5.3). The crystals were transpa­

rent. A crystal growing from a suspended seed in a crystallizer is

shown in Fig. 5.4. DAHC crystals grown from a ndxture of water and

ethyl alchohol are shown in Fig. 5.5.

Typical CA crystals obtained by slow evaporaion are shown in

Fig. 5.6.

From the goniometric measurements and the crystallographic data

/1/, the prominent faces of DAHC were identified. Crystals generally

grow in tabular form, the largest face being the (001). The prominent

faces of a typical crystal are schematically represented in Fig. 5.7.

Some of the crystals obtained by slow evaporation of saturated solu­

tion having other external morphologies are shown in Fig. 5.8 and

their schematic representations are given in Fig. 5.9.

Crystallographic data from Burns and Iball /6/ and the goniomet­

ric measurements were used to identify the prominent faces of CA crys­

tals. The schematic representation of a typical crystal obtained is

shown in Fig. 5.10. A modified habit that is seen is also shown sche­

matically in Fig. 5.11.

The shape of a crystal is usually determined by the relative

rates of advance of close-packed faces. Close—packed faces grow rela­

tively slowly since atoms can only be added at kink sites, while high



Fig.5u4 DAHC crystals growing from 21 suspended seed in 21 crystallizer.
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Fig.5.5 DAHC crystals grown from a mixture of water and ethyl alchohpl.



Fig.5.6 CA crystals grown by slow evaporation.
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Fig.5.7 Schematic diagram of a DAHC crystal showing the prominent

faces.



Fig.5.8 DAHC crystals exhibiting different external

morphologies.
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Fig.5.9 Schematic representation of DAHC crystals with different exter­

nal morphologies.



Fig.5.1O Schematic diagram showing the prominent faces of a CA crystal.
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Fig.5.11 Schematic diagram of a CA Crystal showing a modified habit.



index faces grow more rapidly. During growth the high index faces

advance rapidly and disappear, the close-packed faces determining

the growth rate. At extremely low growth rates when the solution and

the crystal are nearly in equilibrium the shape should be determined

by the requirement that the total surface energy of the crystal be

as small as possible.

Crystals of different shapes are grown from the same stock solut­

ion. Therefore, the most important factor that has affected the modi­

fication of habit is probably the difference in the supply of crystal­

lizing particles to the crystals growing'at different regions. Variat­

ion in supersaturation and the presence of impurities are also found

to be factors affecting habit modification in DAHC and CA crystals.

There are two ways in which the growth of a plane crystal face

occur for real crystals, i.e. 1) by means of two dimensional nucleat­

ion enul 2) by screw dislocation mechanism. Microscopic observations

of the as grown faces of crystals show that layer growth by means

of two dimensional nucleation is active in the growth of DAHC and

CA crystals.

5.4. CONCLUSIONS

During the growth of DAHC crystals by layering technique, spuri­

ous nucleation can be controlled by reducing the concentration of

the salt solution. Slow evaporation method from aqueous solution gives



good quality large DAHC and CA single crystals. DAHC can also be grown

from a mixture of water and ethyl alchohol. The prominent faces in

these crystals obtained have been identified by goniometric measure­

ments using the available crystallographic data. Microscopic observa­

tions have shown that both DAHC and CA crystals grow by the two dimen­

sional nucleation mechanism.
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CHAPTER SIX

DISLOCATION ETCHING STUDIES OF DAHC AND CA SINGLE CRYSTALS

6.1. INTRODUCTION

Since dislocations are known to affect the plastic, electric,

magnetic, piezoelectric, dielectric, etc properties of crystals consi­

derably /l—4/ it is of paramount importance to asses their dislocation

content before any study of the properties is undertaken. Microscopy

of etched surface is applied to dislocation studies in crystals irres­

pective of whether they are conductors /5, 6/, semiconductors /7,

8/ or insulators /9, 10/.

In this chapter, to begin with, a comparative study of the diffeg
rent methods for the observation of dislocations is made and it is

shown that the dislocation etch method is the most convenient and

widely used technique. The results of dislocation etch studies made

on DAHC and CA crystals are then presented and discussed.

6.2. EXPERIMENTAL

Chemical resistance of DAHC to a number of compounds were studied

and a few potential etchants were identified. Propionic acid was found

to be a.I£fliable dislocation etchant for the (001) and (110) faces

of DAHC and the (101) face of CA crystals. The time of etching to



produce good etch pits for the etchant was obtained by trial and er­

ror. Lateral etch rate was measured using the micrometer screw eye

piece attached to the microscope which is described in section 4.4.

Etching of DAHC crystals were done in a mixture of acetic acid and

benzene at various temperatures to obtain the activation energy. NaOH

solution was used to wash away a thin layer of etched crystal in suc­

cessive layer etching. DAHC crystals were also etched in formic acid,

acetic acid and methyl alchohol.

6.3. RESULTS AND DISCUSSION

6.3.1. PRESENT STATUS OF DISLOCATION STUDIES

The increasing importance of dislocation studies in crystals

can be clearly understood from the number of papers published on dis­

locations in recent years (Fig. 6.1). The graph shows that one out

of every hundred papers published in physics deals with dislocations.

The result of a comparative study of the different direct methods

for observation of dislocations with regard to the frequency of their

occurance is presented. in iFig.6.2. This study clearly’ establishes

the importance of etching method ( also expressed by many others )

as the simplest /11, 12/, most convenient /13, 14/ and widely accepted

/15, 16/ technique. The percentage distribution of etching studies

in conductors, semiconductors and insulators is shown in Fig.6.3.

This shows that the etch pit technique is a powerful tool for disloca­
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Fig.6.1 Total number of papers published and the number of dislocation

studies from the year 1975-1984.
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tion studies in all types of crystals.

6.3.2. ETCHING OF DAHC CRYSTALS

Chemical resistance of DAHC to a number of compounds at room

temperature is presented in table 6.1. Nitric acid, formic acid, ace­

tic acid, propionic acid and methyl alchohol are found to be potential

etchants for (001) face of DAHC. Propionic acid is shown to be a good

dislocation etchant for (001) surface by repeated etching (Fig.6.4),

successive layer. etching (Fig.6.5) and grain boundary etching
(Fig.6.6). The average pit density is found to be of the order of

2 x 102/cm2. On repeated etching, the etch pits increase in dimensions

keeping their number and shape the same. Additional pits that appear

on successive layer etching in Fig.6.5b is due to dislocation loops.

In the grain boundary, the pits are not equispaced. This implies un­

equal spacing of dislocations forming the boundary. Such irregularly

spaced dislocations are «due tx> imperfectly polygonised boundaries

or boundaries under stress.

Etch features

Dislocation density of most specimens is low. However regions

of high dislocation density forming clusters of pits are sometimes

observed (Fig.6.7). These are due to the presence of impurities. The

clusters of pits often vanish on successive layer etching thereby



Table 6.1. Chemical resistance of DAHC

System Concentration Time(secs) Observation

HN03 70% 20 Etch pit formation
H2804 98% 30 Attacked, film formation
HCl 35.6% 30 No reaction
HI 55% 15 Attacked, film formation
HF 39% 10 Attacked, film formation
HCOOH 98% 15 Etch pit formation
CH3C00H 60% 10 Etch pit formation
CH3CH2C00H 99% 15 Etch pit formation
HOH Triply distilled 2 Washed
CH30H 32.4% 20 Etch pit formation
CH3CH2OH 95% 20 No reaction
C6H6 78% 60 No reaction
CH3C6H5 92% 60 No reaction
CSHSN 79% 60 No reaction
Na0H Saturated 10 Washed
KOH Saturated 10 Washed



(a) Fig.6.5 (b)
Fig.6.5 (a) Etch pits on the (001) face of a DAHC crys­

tal. (X500)
-i

(b) The same area in (a) after successive layer

etching. (X500)
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Fig.6.6 An etched grain boundary on (001) surface of

a DAHC crystal. (X500)

Fig.6.7 A cluster of pits observed on (001) surface

of a DAHC crystal. (x120)



showing that they do not originate from the seed of the crystal. Mic­

roscopic foreign particles are sometimes observed at such sites indi­

cating the chance of impurity origin of such pits.

Paired rows of pits as seen on (100) surface of strontium-barium

niobate /17/ due to an array of dislocation loops or spiral has also

been observed and is shown in Fig.6.8. Etching also reveals helices

(Figs.6.9a,b) as has been observed in certain crystals /18, 19/. Den­

drite like structures (Figs.6.10a,b) extending Ix) a few millimeters
are sometimes seen (H1 (001) face. After 21 few cycles of successive

etching such structures disappear.

Another interesting feature «observed (H1 etched (001) face :is

evenly spaced arrays of pits along [:010:_] direction (Fig.6.11) with

maximum spacing of about 3.6 x 10-3cm and minimum of about 1.3 x

10—3cm.

Evidence of movement of dislocations in the crystal is occasion­

ally observed (Fig.6.12). It is seen from Fig.6.13 that propionic

acid is capable of revealing slip lines produced on (001) face, after

application of a shear stress.

Successive layer etching

The spatial distribution of dislocations can be studied by etch­
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‘ (a) Fig.6.9 (b)Fig.6.8

Fig.6.8 Dislocation loops on (001) face of DAHC.(x120)

Fig.6.9 (a), (b) Dislocation helices on (001) face of DAHC. (X120)
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(a) Fig.6.1O (b)
Fig.6.1O (a), (b) Dendrite - like structures observed

on (001) surface of DAHC. (X120)
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Fig.6.11 Array of pits along Eplqj direction on (001)

face of DAHC. (X360)



Fig.6.12 Etch pattern indicating movement of disloca­

tions in DAHC. (X500)

Fig.6.13 Slip lines on (001) surface of DAHC. Etching

time 30 secs. (x500)



ing successive layers. This technique is said to be favourable with

low dislocation density materials /20/. Most of the crystals of DAHC

have low dislocation density, hence etching method is suitable for

revealing the spatial distribution of dislocations. From etching crys­

tals of thickness of nearly 1mm, one to one correspondence of etch

pits is often not observed on both sides. This fact suggests that

there are loops, helices or branching of dislocations. Such a crystal

was etched layer by layer and photomicrographs were taken until a

one to one correspondence of etch pits was obtained. Analysis of the

micrographs of the different layers confirmed the presence of loops,

helices and branched dislocations. Dislocation loops were also observ­

ed around inclusions in successive layer etching.

Types of pits observed

Fig.6.14 shows a typical etched surface where a variety of pits

are observed on (001) face of DAHC etched with propionic acid. Some

of the different types of pits observed are, a) octagonal pits with

corners rounded off (A-type, deep pits), b) flat bottomed pits (B-­

type), c) elliptical assymmetric pits (C—type) and d) small pits (D-­

type). Almost all the pits are oriented in the [Q16] direction.

Successive layer etching of (001) surface of DAHC with propionic

acid reveals that octagonal pits are associated with dislocations

which extend into the crystal more or less perpendicular to the sur­
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Fig.6.14 Etched (001) surface showing different types

of pits. (X600)



face. The flat bottomed and shallow pits appear and disappear on suc­

cessive layer etching indicating that they are/(hue to dislocations

which extend only a few molecular layers. Such shallow pits are due

to small dislocation loops. Figs.6.15a,b show the same area before

and after successive layer etching respectively. The elliptical assym­

metric pits are associated with inclined dislocations. The small pits

are produced by thermal stresses and small defects.

Kinetics of etching

Fig.6.16 gives lateral etch rate along E0103 direction versus
mean distance from the centre of the deep and shallow pits. The etch

rate decreases with distance from the dislocation line as the stress

associated with dislocation decreases with distance. The lower etch

rate for the shallow pits suports the view that these pits are associ­

ated with small dislocation loops. From the relation for the rate

of dissolution along the surface /21/,

Vt =d'xS3-Jexp EAH/k'I:] (6.1)

where xs is the mean displacement of an atom diffusing from a kink

site to an adsorbed position,p<- 1 is a factor which accounts for
the hindrance of the motion of ledges in the presence of an impurity,

vis a frequency factor, a- = 1-c/co is the undersaturation where co
is the saturation concentration of the material in an etching medium

and c is the actual concentration at the dislocation site, T is the

absolute temperature, k is Boltzman's constant andz§H is the the free



(a) Fig.6.15 (b)
Fig.6.15 (a) An etched (001) surface of DAHC. (X120)

(b) Same area in (a) after successive layer etching. Flat

bottomed pits such as P and shallow pits such as P2 in (a) is not1

seen here, while new pits such as P and P4 appear. (x120)3
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energy change for a molecule going from crystal surface into solution,

one can find the mean difference in elastic starin energy associalted

with a molecule at the deep pit site and the shallow pit site by in­

troducing a strain energy term in AH. It is assumed that 9-, xS,p and
ohave the same value in the case of both types of pits. Fig.6.17

shows the relation between this difference in strain energy and the

time of etching. The strain energy difference remains constant in

the initial stages of etching and then increases sharply showing that

the strain energy due to the dislocations at the shallow pit site
decreases considerably beyond a certain etching time.

The activation energy for the etching process is obtained if

the free energy change AH for a molecule going from the crystal sur­

face in to the etching solution can be calculated. This was obtained

by etching the (001) face of DAHC using a 10M benzene solution of

acetic acid, which was found to be a reliable etchant. Etching experi­

ments were performed at various temperatures. From the lateral etch

rate data along [Ola and [:1OC_)—_] directions for the deep pits, a graph

is drawn taking ln v along the y—axis and 1/T along the x-axis. Thet
graph obtained is a straight line (Fig.6.18). -From the slope of the

graph, the free energy change for a molecule during etching of the

crystal is found to be equal to 0.659 ev. The etch rate along the

two directions CO1(_)—_-] and CIOCJ is determined by the frequency factor

by which the molecules goes from ledge positions into the solution

and therefore the ratio of the frequency factor along the two direct­
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Fig.6.17 Plot showing the relation between the difference in strain

energy between the deep and shallow pits versus time of etching.
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ions can be obtained from the difference in etch rate along these

directions. The ratio of the frequency factor along [010] and CIOCD

directions on (001) face is found to be around the value 1.65.

Comparison of etchants

It is an accepted fact that although an etchant may show disloca­

tion sites for a specific crystal, all the dislocations are not neces­

sarily etched by a particular etchant. Some etchants may reveal edge

dislocations and some screw dislocations /22, 23/. Certain etchants

reveal fresh/aged dislocations /24/. ID1 the case cfif polar crystals

it has been shown that the two types of dislocations differing in

their signs behave differently during etching /25/. Positive and nega­

tive dislocations in copper appear as light and dark pits /26/. In

short, an etchant may act differently for different types of dislocat­

ions and thus different etchants may be required to bring out all
types of dislocations in a crystal. Formic acid (Figs.6.19a,b), acetic

acid (Figs.6.19c,d) and methyl alchohol (Figs.6.l9e,f) are shown to

be other dislocation etchants for (001) face of DAHC by repeated etch­

ing. The morphology of the pits observed during etching with formic,

acetic, propionic acids and methyl alchohol etchants is clearly seen

in Figs.6.20, 6.21, 6.22 and 6.23 respectively. The factors affecting

the morphology of etch pits /27-35/ can be summarised as 1) concentra­

tion and composition of the etchant or inhibitor, 2) etching condit­

ions such as dynamic or static, 3) temperature of the etchant, 4)



(a) Fig.6.19 (b)
Fig.6.19 (a) (001) surface of DAHC etched in formic acid. (X150)

(b) Same area after repeated etching. (X150).
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(C)

ig.6.19 (c) (001) surface of DAHC etched in ace

an

..«.r,»urr,..5... .

.1. . .

. (X150)°dtF

. (x150)(d) Same area after repeated etching



(e) Fig.6.19 (f)
Fig.6.19 (e) (001) surface of DAHC etched in methyl

alchohol. (X150)

(f) Same area after repeated etching. (X150)



Fig.6.2O 'F1g.6.21
Fig.6.20 A typical etch pit on (001) surface of DAHC. Etchant — formic

acid. (X700)

Fig.7.21 Another etch pit. Etchant - acetic acid. (x700)



.23Fig.6Fig.6.22

.22 A typical etch pit on (001) surface of DAHC. Etchant - propi­Fig.6

. (X700)'donic ac1

Fig.6.23 Another etch pit. Etchant - methyl alchohol. (x700)



stability and inhibition capability of structurally different comple­

xes present in the etching medium, 5) inhibitive action of reaction

products, 6) nature of dislocations, 7) etching time, 8) symmetry

of the etched plane, 9) energy associated with etched defects, 10)

magnitude and sign of dislocation Burgers vector and 11) solubility

of the crystal in a solution.

Fig.6.24a shows a grain boundary etched with formic acid for

10 secs. This is again etched in acetic acid for 15 secs after washing

away 21 thin layer cfif the crystal (Fig.6.24b). Another layer under

the same area is again etched in propionic acid for 30 secs. and shown

in Fig.6.24c. Figs.6.25a,b,c show the junction of a grain boundary

successively etched ix: formic acid, acetic acid enui methyl alchohol

for 20 secs each respectively.

Etching of (110) cleavage face

Propionic acid is a good dislocation etchant for the (110) clea­

vage face as revealed by the mirror image correspondence of etch pits

on matched cleavages (Figs.6.26a,b). The mean density of dislocations

intersecting (110) face is found to be around 6 x 103/cm2.

6.3.3. ETCHING OF CA CRYSTALS

Formic acid, acetic acid, propionic acid and methyl alchohol



(C)

Fig.6.24

Fig.6.24 (a) A grain boundary etched in formic acid. (X120)

(b) Area in (a) etched in acetic acid after surface removal.

(x120)

(c) Area in (b) etched in propionic acid after further surface

removal. (X120) ~



(b)

)(

ic acid. (X150)Fig.6.25 (a) Junction of a grain boundary etched in form

ic acid after surface removal.in acet(b) Area in (a) etched

(x150)

(c) Area in (b) etched in methyl alchohol after further surfa­

ce removal. (x150)



(a) Fig.6.26 (b)
Fig.6.26 (a), (b) Matched cleavage faces of DAHC etched in propionic

acid. (X200)



were found to be potential etchants for the (101) face of CA crystals

also. Propionic acid is shown to be a reliable dislocation etchant

for the (101) face. Fig.6.27a shows the (101) surface etched for 10

secs. This is repeatedly etched for 10 more secs and the etch pits

are found to increase in size and depth without increase in number

(6.27b). The reliability of the etchant was further confirmed by suc­

cessive layer etching. Fig.6.28a shows another etched surface. The

same surface has been etched after removing a thin layer (Fig.6.28b).

NaOH solution was used for removing a thin layer from the crystal

surface. It can be seen that there is a one to one correspondence

of pits in successive layer etching. The mean density of dislocations

intersecting the (101) surface is around 2 x 103/cmz. A typical etch

pit under high magnification is shown in Fig.6.29. The shape of the

pit can be clearly seen here. Cluster of dislocations are also observ­

ed and is presented in Fig.6.30.

6.4. CONCLUSIONS

Microscopy of etched surface is a widely accepted method for

direct observation of dislocations in conductors, semiconductors and

insulators. Propionic acid is a reliable dislocation etchant for the

(001) face of DAHC single crystals. The mean density of dislocations

intersecting the (001) face of DAHC is of the order of 2 x 102/cmz.

Propionic acid also reveals dislocation loops, helices, movement of

dislocations and slip lines. Shallow pits observed during propionic
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(b)Fig.6.27(

6.27 (a) (101) surface of a CA crystal etched ic acid.in propionFig.

(x120)

(b) The area in (a) after repeated etching. (X120)



(a) Fig.6.28 (b)
Fig.6.28 (a) An etched (101) surface of a CA crystal. (x120)

(b) The area in (a) after successive layer etching. (X120)



Fig.6.29 ‘Fig.6.3O
Fig.6.29 A typical etch pit on (101) face of a CA crystal at high

magnification showing the shape of the etch pit. (x700)

Fig.6.3O A dislocation cluster on (101) surface of a CA crystal.

(X120)



acid etching are due to small dislocation loops. The activation energy

of a molecule for the etching process is found to be 0.659 ev. Formic

acid, acetic acid and methyl alchohol are other dislocation etchants

for (001) face of DAHC. Propionic acid is a reliable etchant for the

(110) face of DAHC. It is also capable of etching (101) face of CA

crystals. The density of dislocations intersecting this surface is
about 2 x 103/cmz.
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CHAPTER SEVEN

MICROINDENTATION ANALYSIS OF DAHC AND CA SINGLE CRYSTALS

7.1. INTRODUCTION

In this chapter, the microindentation analysis of DAHC and CA

single crystals, to evaluate the hardness, toughness and brittleness

and to study the variation of these quantities with load is presented.

The nature of the cracks in these crystals is also analysed.

7.2. EXPERIMENTAL

DAHC crystals were indented on the as grown Ebdi] face with the

indenter diagonal along Epléj and EEOQJ directions, and on the cleav­

age Elléj face with the indenter diagonal along Ellqj and E901] direc­

tions. These indentations were made on dislocation free regions using

the Hanemann microhardness tester Model D32 described in chapter four.

A number of samples (=10mm x 3mm x 2mm) were indented and corres­

ponding to different loads in the range of interest, at least ten
indentations were made and the average diagonal length of the indenta­

tions were obtained for each load. At first the load was applied for

a time T = (ts + t), where ts = 5secs in the sinking time of the pyra­
mid, varying the actual load resting time from 5 secs to 300 secs

at constant load. The permanent impression for these and subsequent



trials were measured after a time lapse of 30 min to allow for any

elastic recovery. Since the area of the impression did not bear any

observable dependence on loading time for the constant load used,

t was taken as 15 secs for all subsequent trials.

To study the nature of the threshold crack on E0O_l_] and [HE]

faces, the indented specimens were viewed under optical microscope

for different loads from 0.5 g to the point when well developed cracks

formed. The indented surface was also observed after etching with
a suitable etchant to detect the initiation of the crack. To confirm

the above observations, another set of indentations in the same load

range was made and the surface studied under the microscope after

gradual removal of the surface.

CA crystals were also indented on the C103 surface with the

indenter diagonal along_[§l§] and Elqil directions and the deformation

and fracture were studied as in the case of DAHC crystals.

7.3. RESULTS AND DISCUSSION

7.3.1. DAHC CRYSTALS!

The variation of hardness with load of DAHC is given in Fig.7.1.

Values of load upto 12.5 g are used for hardness measurements, since

the incidence of cracking does not seem to influence the deformation
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Fig.7.1 Variation of hardness with load for DAHC crystals.
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mechanics as long as the impression remains reasonably well defined

and the crack does not extend considerably compared to the impression

diagonal /1/. The special feature of the variation is the sharp inc­

rease in hardness with increase in load. The major contribution to

the increase in hardness with load in DAHC is attributed to the high

stress required for homogeneous nucleation of dislocations in the

small dislocation free regions indented /2/. Also in the case of DAHC,

microcracks (c.< a) appear below 12.5 g. Thus a part of the applied

stress is utilized for nucleation and propagation of these cracks

and does not contribute to any increase in deformed area beneath the

indenter, resulting in an increase in hardness value.

For loads greater than about l2.5g the cracks are large compared

with the impression diagonal, and hence the toughness parameter comes
3/2into play. The plot of P against c for loads upto 25g, where the

slope suddenly changes, is shown in Fig.7.2. Loads beyond 25g were

not used for the evaluation of toughness as chipping of material oc­

curs sometimes above this load. Niihara /3/ has suggested the Palm­

qvist crack length l (Fig.3.1) instead of the median crack length

c in the low load region for the evaluation of fracture toughness,

and recommends l/a as a more appropriate normalization parameter than

c/a for toughness evaluation. But in the case of DAHC single crstal,

for loads above l2.5g well developed median cracks are formed (Fig.7.­

3) although c/ate 2 to 5. The preference of c over 1 in the present

case is further supported by Lankford /4/ who has shown that c/a norm­
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Fig.7.2 Variation of 3/2 power of semicrack length with load.

A, (001) face;c), (110) face.
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1 /111

Fig.7.3 Sample indentation mark at a load above 12.5g

on (001) face of DAHC showing half penny configuration

around the indentation mark.



alization parameter "most nearly approaches universality".

The toughness value calculated is found to increase with increase

in load in a regular manner as seen from Fig.7.4. The hardness, tough­

ness and brittleness value for (001) and (110) faces of DAHC are given

in table 7.1. For the purpose of classification and comparison with

the corresponding values of well known materials, the average values

of hardness, toughness and brittleness for the two planes are calcula­

ted and presented in table 7.2. This procedure is justified since
there is no remarkable variation in these values for the two planes

investigated, and the directional dependence of hardness is negligibly

small.

Chemical etching is a useful technique by which slip traces and

crack system around a microindentation can be easily observed. In

order to show that cracks, if they are formed due to indentation,

should tn: visible under microscope, two indentation marks, one with

visible cracks (Fig.7.5a) and the other without visible cracks (Fig.7­

.6a) on the (001) face were etched with a suitable etchant. the posit­

ion of the cracks visible earlier in the indentation marks are now

shown by the four arms at the corners (Fig.7.5b) whereas the indentat­

ion without visible cracks shows no trace of cracks (Fig.7.6b). Fig.­

7.7a shows two indentation marks with cracks at different laods. After

removal of a.snuface layer the crack lines have disappeared (Fig.­

7.7b), which clearly indicate that the cracks are radial and originate

1.43
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Fig.7.4 The variation of toughness with load for DAHC crystals: 4 ,

(O01) face;O,(110) face.



Table 7.1. Hardness, toughness and brittleness of DAHC.

145
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Faces Load range Hardness Toughness Brittleness1 2 -1 2(g) (spa) (ma m“ > om / >

0.5 - 1.5 0.506
(010) 1.5 - 12.5 0.75

12.5 - 25.0 0.154 4.08

0.5 - 7.5 0.648
(101) 7.5 - 12.5 0.828

12.5 - 25.0 0.185 3.99



1<1(3

Table.7.2. Hardness, toughness, brittleness and threshold load and

crack length values of DAHC with the corresponding values of some

well known materials.

Threshold parameters

Material Hardness Toughness Brittleness Load Crack length
12 -1

(GPa) (MPa m ) ( mo) Th.(N) Ex.(N) Th.QKm) Ex.(pm)

NaCl# 0.24 0.5 0.48 7.11 14.7 120.0 100.0
C6H14N2O7 0.68 0.17 4.04 0.04 0.04 7.43 6.1znse* 1.1 0.9 1.2 8.0 80.0
zns* 1.9 1.0 2.0 2.0 30.0* 5 3Fe 5.0 50.0 0.1 8x10 12x10
MgF2* 5.8 0.9 6.0 0.05 3.0
8102* 6.2 0.7 9.0 0.02 1.5
Ge# 9.0 0.46 19.56 0.01 0.02 0.14 0.25
s1# 10.0 0.6 16.66 0.02 0.04 0.2 0.65
Al203# 12.0 4.0 3.0 0.25 0.24 5.0 3.0
Si3N4* 16.0 5.0 3.0 2.0 12.0
SiC# 19.0 4.0 4.7 0.07 0.09 2.0 1.0

*WC 19.0 13.0 1.4 70.0 60.0

# - Data taken from Lankford /4/. * — Data taken from Lawn and

Marshall /5/. Th. - Theory. Ex. — Experiment.
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(b)Fig.7.5(a)

Fig.7.5 (a) An indentation mark showing the threshold cracks on (001)

face of DAHC.

(b) Etch figure of indentation mark in (a) showing four arms

ions of the cracks.irectin the d
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(a) Fig.7.6 (b)
Fig.7.6 (a) An indentation mark at the threshold load without any
visible crack.

(b) Etch figure of the indentaion mark in (a) which verifies
the absence of cracks.
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(a) Fig.7.7 (b)
Fig.7.7 (a) Indentation marks at two different loads showing the crack

system on the (001) face.

(b) The area in (a) after surface removal.
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from the surface. For smaller load, only radial cracks are found indi­

cating that a radial crack is the threshold event in crack formation

in DAHC. As the load is increased lateral cracks are observed around

the impression (Fig.7.8a). The lateral crack system is clearly seen

in the etched pattern (Fig.7.8b). The lateral cracks seem to extend

well below the plane of indentation pyramidal apex, as can be seen

from Fig.7.8c, where the indentation impression is completely removed;

the cracked area is still visible. At higher loads, lateral cracks

take the shape of median cracks, forming a well developed half penny

configuration around the indentation mark.

7.3.2. CA CRYSTALS

The variation of hardness with load on the (101) face of CA crys­

tal is shown in Fig.7.9. The hardness ‘at first slightly decreases

with load reaching a minimum at around 7.5g and thereafter increases.

This indicates that the deformation produced at the initial stages
of loading is relatively large compared to the deformation produced

by a load above 7.5g. Around this load of 7.5g cracks initiate and

slowly develop. The applied load is utilized for the nucleation of
dislocations which cause cracks. The variation of hardness was meas­

ured only upto a load of 12.5g as the crack length above this load

was found to be large compared to the diagonal of the indentation

impression. The average value of hardness is 0.588 GPa.



(C)

Fig.7.8

Fig.7.8 (a) An indentation mark on (001) face showing lateral cracks.

(b) Etch figure of lateral cracks showing crack system clearly.

(c) The area seen in (a) after surface removal.
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The plot of P against c3/2 above a load of 15g is shown in

Fig.7.10. The curve shows a steep increase upto 20g and thereafter

slow increase upto 25g. Crack dimensions above this load were not

useful as chipping of surface layers of the crystal occured above
this load. The curve shows that the increase of the crack dimension

is considerably large upto 20g. Thereafter the number of cracks around

the impression can be observed to increase and the loading stress

is partly utilized for further nucleation of crack initiating disloca­

tions without contributing to the increase in dimensions of the al­

ready existing cracks.

The variation of toughness with load is presented in Fig.7.11.

This curve first shows a decrease in toughness value upto a load aro­

und 20g and thereafter an increase upto 25g in full agreement with
1/2the above results. The mean value of toughness is 0.132 MPa m and

the brit.tleness of CA is found to be 4.48}4 m-1/2.

In Fig.7.12 is seen an indentation mark with small cracks on

(101) surface of CA crystal for low loads. This cracks disappear on

removing a thin layer from the surface (Fig.7.'l3) showing that the

crack has not extended deep into the crystal. This indicates that

the initial cracks on (101) surface of CA crystals are radial. As
the load is slowly increased lateral crack pattern appear around the

indentation mark. This on further loading takes the pattern of a well

developed median crack. A typical crack system on (101) face for a
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Fig.7.1O The variation of 3/2 power of semi—crack length with load

for CA crystals.
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Fig.7.11 The variation of toughness with load for CA crystals.



Fig.7.12 An iriydentation mark on (101) surface of a

CA crystal showing small cracks.



Fig.7.13 An indentation mark on (101) surface of a

CA crystal after surface removal. Small cracks are
absent.
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load of 25g is shown in Fig.7.14. The cracks are found to have exten­

ded well beneath the apex of the indentation mark as seen from the

residual impression at the indented area after surface removal

(Fig.7.15).

7.4. CONCLUSIONS

Hardness, toughness and brittleness values of DAHC crystals are1/2 -1/2found to be 0.688 GPa, 0.17 MPa m and 4-04fl-m
1/2

and that of CA

crystals are 0.588 GPa, 0.132 MPa m and 4.48}lmf1/2 respectively.

The hardness and toughness of these crystals are found to vary with

load. The threshold crack in these crystals is found to be radial.

The radial crack system develops into lateral and median pattern as

the load is increased step by step.
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Fig.7.14 A well dgveloped crack system on (101) surface

of a CA crystal.
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Fig.7.15 Residual impression of a well developed crack

system on the (101) surface of CA crystal.



CHAPTER EIGHT

FRACTROGRAPHIC STUDIES OF DAHC CRYSTALS

8.1. INTRODUCTION

Fractography is the technique developed in the middle of this

centuary in metallurgical fields for studying the patterns found on

nascent fracture surfaces using optical microscope. It has been appl­

ied /1, 2, 3/ to cleavages of nonmetallic crystals to demonstrate

its usefulness in disclosing deformation and cleavage mechanisms and

in displaying intracrystalline structures, particularly imperfection

structures. This technique is useful to obtain numerous informative

patterns which serve to distinguish crystal types, to reveal the hist­

ory of growth of the individual crystal, and to provide direct visual

evidence for the mosaic constitution of the solid state. By using

a special fractographic stage, Zapffe /l/ studied a number of speci­

mens and the specific structures observed on them. He has shown that

a detailed information of 1) the imperfection structure of the crys­

tal, 2) the crystallographic mechanisms involved in deformation and

fracture, 3) the path of the cleavage traverse as influenced by cryst­

allography, imperfection structures and local stress resolutions and

4) other phenomena relating ix) both intergranular and intragranular

characteristics of the grain or crystal, can be obtained from fracto­

graphic studies.

This chapter deals with the basic theory of cleavages described
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in terms of dislocations, the important patterns observed on cleav­

ages, stress necessary for cleavages and the study of cleavages of
DAHC using fractographic techniques.

8.2. CLEAVAGE OF CRYSTALS

The cohesion of crystals is _not identical in all directions.

It may be strong in some directions and weak in certain other direct­

ions. Thus, many crystals break almost exclusively along certain pla­

nes known as cleavage planes on crushing or grinding. The most strik­

ing example of such a cleavage is provided by mica. Minerals like

chrysotile have more than one cleavages.

Cleavage planes are always planes of high reticular density of

atomic or molecular packing and large interplanar spacing. The cohe­

sion is strong in the plane and weak at right angles to the plane.

Cleavage planes thus have generally simple indices.

Cleavage of a crystal is usually represented by classical elastic

theory. Describing cleavage in terms of dislocations play an important

role in relation to the appearance of cleavage steps.

Cleavage requires large energy necessary to create two free surf­

aces. Thus it cannot be pmoduced instantly over a large surfae. It

propagate from point to point in the form of a crack starting from
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an initial point. The edge of the crack, joining the cleaved surfaces,

can be considered as an edge dislocaton. These edge dislocations in

a sense, climb in the cleavage plane perpendicular to their Burgers

vectors, creating the crack in their wake. Since the movement of the

'lips of the crack is continuous, there is a continuous distribution

of these dislocations on the lips. Cleavage can thus be produced if

a sufficient number of lattice dislocations climb along the same plane
without diffusion.

8.2.1 CLEAVAGE STEPS

Cleavage prefers close packed planes which have smaller surface

energy. The surfaces of the cleavage faces are not perfectly smooth

but present a system of steps very nearly parellel to the cleavage

direction. These steps often converge to form higher steps or patterns

called river patterns. They are said to be due to the forest of dislo­

cations which pierce the cleavage plane /4/. This is supported by

numerous experimental evidences /5, 6/. A large number of new steps

automatically form when the edge of the crack goes through a sub—boun­

dary. The microscopic steps are formed by a combination of much smal­

ler elementary steps. These‘ steps generally takes up a curvilinear

shape running parellel to one another and normal to the successive
positions of the crack tip. This occurs if the surface tension of

the step is fairly isotropic as it reduces the step energy to a mini­

mum. The leading crack dislocation which opens the crack must be loc­
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ally in equilibrium with a step at a triple point. Sometimes, the

steps run in a zigzag manner along close packed crystallographic dire­

ctions. For this to occur the step energy spent that way is less than

if the steps were straight but a noncrstallographic direction.

8.2.2. RIVERS

The presence of steps produces a frictional force on the tip

of the crack and as a result the average surface energy to be produced

per unit area of cleavage plane increases. This slows down the crack

propagation and explains the convergence of steps into rivers. If

the distribution of steps is not perfectly uniform, the crack tip
will lag behind the rest at some regions of the crack because they

have to create more steps. The curvature assumed at the tip of the

crack in these regions makes the neighbouring steps converge. The

convergence of the steps towards some regions of the tip of the crack

continues until all the steps of a region are combined into a large

step. For slowly moving cracks two steps of atomic height should meet

at an angle /7/,

6 = vs//4b (8.1)
where 2J5 is the step surface tension, y is the shear modulus and b
the magnitude of Burgers vector. Two steps meet to form a step of

height 2b cut to annihilate depending (n1 whether their signs are the

same or opposite. This may lead to the formation of multiple steps.

It is shown that multiple steps should coalesce at the same rate as
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the ordinary steps.

When a cleavage crack crosses a grain boundary it takes a larger

number of similar steps resulting from the crossing of the parellel

dislocations of the boundary. Neighbouring steps run a distance of

.5 to 10 times their initial distance before coalescing. The course

of the steps oscillates but they meet at an angle nearly equal to

12 degrees.

A cleavage has less well marked rivers when developing through

a crystal, especially if it is brittle. The rivers are optically visi­

ble some distance away from the origin of the crack.The rivers are

made up (HE steps of both signs. The rivers which are farther apart

coalesce less qucikly and new ones continually form so that teir aver­

age distance is of the order of a few microns. The heights of rivers

do not increase rapidly with distance but sometimes decrease and actu­

ally stop. This is due to the coalescence of steps of both signs.

8.3. STRESS NECESSARY FOR CLEAVAGE

The cleavage can be considered to be produced when the lilps

of a crack are displaced by a distance which is of the order of inter­

atomic distance. The surface energy required for the creation of the

two surfaces is 2zI9;ub/5 per unit area, where y is the surface free

energy,fLis the shear modulus and b is the Burgers vector. The tensile



stress is

a"9 22)/b —}1/5. (8.2)

This is greater than the theoretical elastic limit,“/10 for slip.
Thus cleavage requires large stress concentrations. The necessary

,stress concentration can be produced by indenters, grips etc.

8.4..EXPERIMENTAL

DAHC crystals were cleaved using the technique described in chap­

ter four. The cleaved surfaces were studied under the microscope.

8.5. RESULTS AND DISCUSSION

Fig. 8.1 is a umched nascent cleavage face of a crystal at low

magnification. There are two fundemental types of patterns that can

be observed on cleavage faces /9/. They are, 1) patterns determined

by factors within the crystal and 2) patterns determined by the nature

of the stress. This latter patterns are called hackle structures and

are principally significant to the extend that they reveal the confor­

mation of the fracturing forces as it traversed the crystal. A typical

hackle pattern is shown in Fig. 8.2. No pronounced directional weak­

ness within the crystal has played a role in determining the path

of the cleavage although a slight textural flaw is indicated as a
roughening of some of the hackle markings. This is due to frictional

forces acting on time tip of the crack. A typical river pattern is
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Fig.8.1 Matched cleavage face of DAHC crystal. (X100)
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Fig.8.2 A hackle pattern observed on the cleavdge face

of DAHC. (X600)



shown in Fig. 8.3. It is clearly seen that the neighbouring steps
run a distance of 5 to 10 times their initial distance before coalesc­

ing and they meet at an angle nearly equal to the theoretical value.

The rivers which are farther apart coalesce less quickly. The height

_of the rivers are found to increase as more and more branches are

added. Rivulets which merge with a large step that run perpendicular

to them are seen in Fig. 8.4. Rivers converging to impurity centers

are also found (Fig. 8.5). An etched cleavage surface containing river

patterns is shown in Fig. 8.6. The rivers are not etched because their

surface lie in a plane which is not etched by the dislocation etchant.

Grain boundaries are also observed on cleavage faces as seen in Fig.

8.7. Radial lines known as Wallner lines which indicate the propaga­

tion of cleavage is seen as light dark bands perpendicular to the

cleavage direction in DAHC (Fig. 8.8). Wallner lines are typical dis­

play of stress patterns produced by rupturing force as it traverses

the crystal. The fractograph shown in Fig. 8.9 illustrates patterns

which strongly present the lamellar structure.

Specific crystallographic markings are sometimes observed on

cleavage surfaces. A stepped tilt boundary is shown in Fig. 8.10.

Rectilinear markings showing instance of rectilinear cleavage is shown

in Fig. 8.11. Steps having opposite sign which disappear on merging

is shown in Fig. 8.12. Other interesting features relating to the

history of the crystals are also seen on some cleavage surfaces. In

Fig. 8.13 is shown a layer structure which may probably be due to
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Fig.8.3 A river pattern observed on the cleavage face

of DAHC. (x160)



’ lets which merge withFig.8.4 Micrograph showing I‘1VL1

a large step that run perpendicular to them. (X100)



Fig.8.5 Riversficonverging to impurity centers. (x160)



Fig.8.6 An etched cleavage surface: containing :river

patterns. (X200)



Fig.8.7 A grain boundary observed on a cleavage. (x120)



Fig.8.8 Micrograph showing radial Wallner lines as light

dark bands perpendicular to the cleavage- direction.

(X300)



Fig.8.9 A cleavage surface showing the lamellar
structure. (x600)



Fig.8.1O A stepped tilt boundary observed on the cleav­

age surface. (x100)



Fig.8.1l Rectilinear markings showing instances of recti­

linear cleavage. (X600)



Fig.8.12 Steps having opposite Sign which disappear on

merging. (X200)



Fig.8.13 A 1ayer structure on a cleavage face. (x200)



variation in growth conditions. Fig. 8.14 shows a zone where different

grains with cleavage lines oriented in different directions meet.

8.6. CONCLUSIONS

Fractographic technique is useful to study the history of DAHC

crystals. Cleavage faces of these ‘crystals show hackle structures,

river patterns, grain boundaries, Wallner lines, lamellar structures

and a number of other interesting features related to the growth of

DAHC crystals.
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Fig.8.14 A zone where different grains with cleavage
R

lines oriented in different directions meet. (x200)



CHAPTER NINE

DIELECTRIC PROPERTIES OF DAHC CRYSTALS ‘

9.1. INTRODUCTION

Dielectric studies have provided valuable information regarding

structure, molecular motion, relaxation processes, dipole moment,

phase transitions etc. in organic materials /1-4/. In this chapter,

polarization of dielectrics, dependence of permittivity on frequency

and temperature, dielectric losses, dependence: of..loss ‘tangent on

frequency and temperature, measurement of dielectric constant and

loss-and the dielectric properties of DAHC are discussed.

9.2. POLARIZATION OF DIELECTRICS

The most important property’ of’ an. organic dielectric crystal

is its capacity to be polarized under the action of an external elec­

tric field. The phenomenon of polarization can be considered as the

change in the arrangement of the electrically charged particles ofa dielectric in space. theDue to this change in the arrangement,

dielectric acquires an electric moment. The state of a dielectric

which is acted upon by an electric field can be described by two vec­

tor quantities; intensity of an electric field and polarization.

Permittivity of a dielectric,g , is the basic parameter describ­

ing its properties from the view point of the process of its polariza­
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tion. It is a macroscopic parameter of a dielectric which reflects

the properties of a given substance in a sufficiently large volume

but not the properties of the separate atoms and molecules in the
‘substance.

9 . 2 . 1 . POLAR DIELECTRICS

All dielectrics are subdivded into 1) polar dielectrics and 2)

nonpolar dielectrics. In the case of a polar dielectric if all the
positive and negative charges of a molecule are replaced by one posit­

ive and one negative charge, the centers of this summary charges does

not coincide, whereas in the case of a nonpolar dielectric they coin­

cide. For a polar dielectric, even in the absence of an external elec­

tric field, the molecule is an electric dipole with electric moment

different from zero, sometimes referred to as a permanent or rigid

dipole. The molecule is polar as the material consisting of such mole­

cules. The magnitude of the electric moment of a molecule is H-= ql,

where q is the summary positive electric charge of a molecule and

l is the arm of the dipole. Irrespective of the results obtained in

the study of'the electrical properties of a dielectric, its polarity
can be judged from the chemical structure of its molecule. And, conv­

ersely, an experimental definition of the dipole moment/1 leads us

to very important conclusions regarding the structure of the molecules

of matter. Thus, obviously, symmetrically arranged molecules (having

a center of symmetry) are nonpolar since in this case the centers
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of gravity of both positive and negative charges of a molecule coin­

cide with the centre of the symmetry of the molecule and therefore

with each other. In this case the sign of the charge of separate atoms

and ions from which the molecule is built may be disregarded. Asymmet-.

‘ric molecules on the other hand are always polar.

9.2.2. PHYSICAL ESSENCE OF POLARIZATION

rolarization is a type of ordering in space of the charged parti­

cles with their displacement in a dielectric under the influence of
an external electric field. This causes the formation of an electric

moment in the entire volume of the dielectric and in each separate
or a molecule. Therepolarizing particle which may be an atom, ion,

are several types of polarization, each of which can be explained

by its intrinsic physical mechanism. The three basic types of polariz­

ation from among these are: electronic, ionic and dipole polarization

/5/.

Electronic polarization is due to the displacement of electrons

with respect to the molecules of the atom. It occurs in all atoms

-or ions and can be observed in all dielectrics irrespective of whether

or not other types of polarization‘ are displayed in the dielectric.

One specific feature of electronic polarization is the fact that when

an external electric field is superposed, this type of polarization

occurs during a very brief interval of time.
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Ionic polarization is the mutual displacement of ions forming

hetropolar or ionic molecule. For ionic polarization to set in, only

a short time is required. But this is longer than for electronic pola­
rization.

Both ionic and electronic polarization may be regarded as the

varieties of polarization caused by deformation which is a displace­

ment of charges with respect to each other in the direction of the

electric field. Apart from the very high velocity with which the state

of polarization sets in, the process of deformational polarization

is practically unaffected by the temperature of the dielectric and

is not connected with an irreversible dissipation of energy. There­

fore, deformational polarization does not entail any dielectric los­
SGS .

Polar dielectric exhibit a tendency towards dipole or orientatio­

nal polarization /6/. The essence of this kind of polarization lies

in the rotation (orientation) of the molecules of a polar dielectric

having a constant dipole moment in the direction of the electric fi­

eld. In the strict sense it must be understood-as the introduction

of a certain orderliness in the position of polar molecules which

are in uninterrupted chaotic thermal motion, and not as a direct rota­

tion of polar molecules under the action of an electric field. For

this reason dipole polarization is connected by its nature with the
1‘thermal motion w: molecules, and the temperature must exert an appre­

18f



ciable effect on the phenomenon of dipole polarization. In some cases

rotation of not the whole molecules but of their separate unit occurs.

After a dielectric is energized, the process of establishing
a dipole polarization or annihilation of this state requires a relat­

ively long time as compared with that of practically almost inertia­

less phenomena of deformational polarization. The time needed differs

in each case. For example, more time is required if the dimensions

of the molecules are large and the absolute viscosity or co-efficient

of internal friction of matter is high. This time may be of the same

order as that of the half period of alternating voltages employed

in radio engineering or even longer. Therefore, orientational polariz­

ation belongs to slow or relaxation types of polarization.

Unlike deformational polarization, dipole polarization and other

types of relaxation polarization such as ionic relaxation and thermal

relaxation polarization dissipate electric energy which transforms

into heat in a dielectric, i.e. this energy leads to what is called

dielectric loss which will be discussed shortly. In substances with
a dipole polarization, as in substances in which polarization is caus­

ed by ionic displacement,‘ permittivity is larger than the square of
light refractive index.

18'?



§.3. DEPENDENCE OF PERMITTIVITY ON FREQUENCY AND TEMPERATURE

9.3.1. DEPENDENCE OF PERMITTIVITY ON FREQUENCY

As already mentioned the time of electronic and ionic polariza­

tion is small compared with the time of the voltage sign change, i.e.

half the period of the alternating voltage. Therefore, the polarizat­

ion of dielectrics, distinguished only by a deformational mechanism

of polarization, completely settles itself during a very short period

of time compared with the voltage sign change and as a consequence,

practically essential dependence of £,on frequency cannot be expected

in such dielectrics. The permittivity of nonpolar dielectrics are
found not to depend on frequency.

But in the case of dipole polarization, when the frequency of

the alternating voltage increases, the value of 5 of a polar dielec­

tric at first remains invariable but beginning with a certain critical

frequency fc, when. polarization fails ix) settle itself completely
during one half period,g begins to drop approaching the value typical

of a nonpolar dielectric at very high frequencies. As a general rule,

when the frequency of the applied voltage increases,g5 remains practi­

cally unaffected or drops but never increases.

9.3.2. DEPENDENCE OF PERMITTIVITY ON TEMPERATURE

Temperature does not seem to affect the process of electronic
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polarization in dielectrics which are nonpolar, and thus the electron­

ic polarizability of molecules does not depend on temperature. Due

to thermal expansion of matter, the ratio of the number of molecules

_to the effective length of the dielectric diminishes when temperature

is increased and decreases in this case for nonpolar dielectrics.

In the case of polar dielectrics, the molecules cannot orient themsel­

ves in the low temperature region in most cases. When the temperature

rises the orientation of dipoles is facilitated resulting in an incre­

ase in permittivity. As the temperature increases the chaotic thermal

oscillations of molecules are intensified and the degree of orderli—

ness of their orientation is diminished. This causes 3 to pass through

a maximum when the temperature is increased. In the case of polar

dielectrics having a distinct melting point, a jumplike change in

g is observed during melting. Characteristic sets of curves are obtai­

ned if the dependences of the permittivity of strongly polarized diel­

ectrics are plotted against frequency and temperature.

9.4. DIELECTRIC LOSSES

The dielectric acted upon by an electric field dissipates a cert­

ain quantity of electric energy. This phenomenon is named loss of

power, which means an average electric power dissipated in matter

during a certain interval of time. The loss of power in a specimen

of a material is generally directly proportional to the square of

the electric voltage applied to the specimen.
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9.4.1. DIELECTRIC LOSS ANGLE

In an ideal dielectric used as a capacitor, the current through

‘the capacitor would be ahead of the voltage exactly by 90 degrees.

The toatal current through the capacitor in this case can be resolved

into the active component and the reactive component. Thus, the phase

angle describes a capacitor from the view point of losses in a dielec­

tric. With a high quality dielectric the phase angle is very close

to 90 degrees. Thus,

8 + ¢ = 90 (9.1)

where the angle 8 is called the dielectric loss angle.'If Ia and Ir
denote the active and reactive components of the current. then

tanafi = tan (90-¢) = Ia/Ir = Pa/Pr (9.2)

where P8 is the active power (power loss) and Pr the reactive power.

The dielectric loss angle is an important parameter for the diel­

ectric material. If aihl other conditions are equal, the dielectric

loss grows with this angle. Tana: is often described as the loss tang­
ent .

The permittivity can be considered as a complex quantity as

5 = £1 - i62 (9.3)
where 51 is called the true permittivity and 52 takes into account
the losses. It can be shown that

82/81 = tan8 (9.4)
Obviously €2 =  tans , which is called the loss index.



9.4.2. PHYSICAL ESSENCE OF DIELECTRIC LOSSES

The graph of current i flowing through a dielectric versus time

t, from the moment of energizing the dielectric by a direct voltage

is given in Fig. 9.1. The current 1 can be broken into two components:

current ybwith a constant magnitude and absorption current i Theabs’

steady state conduction current obeys Ohms law and is given by

ib = U/Rin (9.5)
where U is the voltage and Rim is the resistance of the dielectric.
The absorption current is

iab

where S is the conductance corresponding to absorption current and
S = US exp —t4- (9.6)

fis the relaxation time. In polar dielectrics, absorption current

is caused by the orientation of dipole molecules. Dipole molecules

rotate under the action of an external electric field overcoming the

forces of internal friction of matter, which is attended by the expen­

diture of a part of electric energy and its conversion into heat.
Besides rotations of parts of dipole molecules and other kinds of

molecular transfer from one position to another are possible. The

orientation of dipole molecules is one of the clearest physical causes

for the appearance of absorption current.

Absorption current can exist with any changes of voltage across

the dilelectric,.particularly for sinusoidal voltages. The power loss

under alternating voltage may be larger than under direct voltage
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of the same magnitude. When the dielectric operates under a sinusoidal

voltage, the absorption current should also be sinusoidal alternating

current with two components; the active component and the reactive

component. Thus, three sinusoidal currents flow through the dielect­

ric, namely, a) capacitive current (lcap) or displacement current
shifted 90 degrees ahead of the voltage vector, b) absorption current

with active (I'abs) and reactive (I"abS) components and c) residual

conduction current (lres). The presence of absorption current increas­
es both the active conductance and the capacitance. The components

of the total current are equal to active,

I I’ + Ire (9.7)a abs s
and reactive,

_ n
Ir _ I abs + Icap (9.8)

the loss tangent,

tana= I /I = a)272(G +S) + G / I S +C (Q32 2+1) I (9 9)a r in in‘° g T '
whereca is the angular frequency of the sinusoidal voltage across

the dielectric, 7 is the relaxation time, Gin is the conductance for
the residual current, S is the conductance corresponding to the absor­

ption current and Cg is the geometrical capacitance.

QLS. DEPENDENCE OF LOSS TANGENT ON FREQUENCY AND TEMPERATURE

9.5.1. DEPENDENCE OF LOSS TANGENT ON FREQUENCY

From the equation 9.9 for loss tangent, a graph of loss tangent



with frequency is presented in Fig. 9.2. We obtain the following rela­

tions,

lime“ 0 tan 6 = k: (9.10)
lime” tans: O (9.11)

The maximum of the curve is obtained by equating the first derivative

to zero. If 0’ is the corresponding frequency, for a particular case

when the residual current is very small, that is the losses are mainly

of relaxation nature, so that I << I’ and G.<< S 5‘ O we getres abs in
a simplified expression for 0' and tan Smax as

1/2 (9.12)w'.= (1/72 + S/C7-)
8

tandsmax = Sf/2Cg(1+S¢/Cg)1/2 (9.13)
From a physical stand-point, in the case of purely dipole mechanism

of losses, the frequency 0' corresponds to a ratio between the period
of an external electric field and the time *7 of the relaxation of

dipoles for observing the greatest loss of energy to overcome the

resistance of the viscous medium by the dipoles. Assuming S<<Cg‘T,
this ratio afrr = 1, gives the condition of the maximum of dielectric

losses in a polar dielectric at a given temperature.

In a case where the losses are only due to electrical conduction,

the dependence of tanc} on frequency is given by

tan3~ = 1.8 x 1010/fEP (9.14)

where f is the frequency, 3 is the permittivity and P is the volume

resistivity(ohm. m).
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Fig.9.2 Graph showing the theoretical dependence of loss tangent of

a dielectric on frequency.



From the practical point of view, when the dependence of tan

8015 an electrical insulating material on frequency is considered

it is possible to observe different nature of dependence in the range

of frequency change — an increase or decrease at a higher frequency

or transition through one or several maxima.

9.5.2. DEPENDENCE OF LOSS TANGENT ON TEMPERATURE

As 21 general rule txnid appreciably increases when temperature

rises. The dielectric loss due to dipole mechanism reach their maximum

at certain definite temperature T The rise in temperature and thek.

resulting drop in viscosity exert a double effect on the amount of

losses due to the friction of the rotating dipoles: on the one hand,

the degree of dipole orientation increases thus increasing tan& and

on the other hand, there is a reduction in the energy required to

overcome the resistance of the viscous medium when the dipole rotates

through a unit angle, diminishing the magnitude of tana . Polar subs­

tances apart from dipole losses exhibit losses due to electrical cond­

uction which grow with increase in temperature.

The typical dependence for tan6‘ of polar substances are observed

with a simulteneous change both.in temperature and frequency. As the

temperature rises the maximum of tané‘ on the curves shift towards

higher frequencies. Similarly, as a general rule, when the frequency

of an alternating voltage increases the temperature corresponding



to the maximum of tans shift towards higher temperatures. At very

low temperatures, tans of various dielectrics is, as a rule, extreme­

ly small.

9 . 6 . EXPERIMENTAL

The experimental technique for the measurement of dielectric

permittivity, E , and the loss tangent, tané‘ , of DAHC are described

in chapter four. The technique is based on the measurement of the

capacitance C0 of an empty condenser and the capacitance C and the

resistance R of the condenser filled with the dielectric material.
The basic principle involved in the measurement of capacitance using

the universal bridge described earlier is that of Wheatstone's bridge

(Fig. 9.3). The balancing condition is

Z1/Z2 = ZS/Zx (9.15)

where Z1 and Z2 are fixed standard impedences, ZS is a variable imped­

ence and Zx is the unknown impedence. The balance condition can be

obtained by adjusting ZS or the ratio Z2/Z1 or both. Generally Z2

and Z1 are fixed. Expressing Zx = l/a) CX, and Z3 = 1/(JCS where «D is
the frequency of the applied voltage, equation 9.15 can be written
as

Cx = Z1.CS/Z2 (9.16)

Hence, the unknown capacitance Cx can be measured against a standard

capacitance Co. Denoting Cx by C, the dielectric permittivity is



A
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Fig.9.3 Schematic diagram showing the principle of 21 Wheatstone' s

bridge.



e = C/Co (9.17)
where Co = 0.08854 A/t pF, A is the area of the condenser in cm2 and
t is the thickness in cm. The dielectric loss is obtained from the

widths of the resonance curves. If f is the resonance frequency, the

loss tangent is obtained from the relation,

tana‘ = 1/2’n“fCR (9.18)

The quantities C and R are measured by adjusting the oscillator to

a predetermined frequency and tuning the measuring circuit to resonan­

ce. The variation of E" and tana‘ within the temperature range of 1330K

to 3730K was studied in a frequency range of 20 Hz to 20,000 Hz.

9.7. RESULTS AND DISCUSSION

The chemical structure of DAHC molecule is

H OH H9 I I
NH4 OOC C C (3 CO0 HANI I 1

H COOH H

The structure clearly shows that the molecule is polar containing

asymmetric polar groups like OH. The molecule contain two ammonium

groups and three caboxylic groups. Being a polar molecule all the

three types of polarizations are supposed to be present in DAHC cryst­

al.

Fig.9.4 shows a series of curves showing the variation of E, with
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temperature for different frequencies measured along the EEOT) direct­

ion. The dielectric constant slightly increases upto 51 particular

temperature and thereafter, as tflua temperature increases there is

a sharp increase in the value of the dielectric constant. The sharp

increase initiates at different temperatures depending on the frequen­

cies; the initiation temperature being higher at higher frequencies.

For low temperature 5 is found to have a value around 10 in the c—di­

rection for all the frequencies considered.

The orientation of the polar molecules is considerably influenced

by lattice force in the case of solids /7/. Investigations of struc­

ture by means of nuclear magnetism /8, 9/ reveals hindered molecular

motion in solids. Due to such hindrances, for large molecules such

as DAHC orientation of dipoles is difficult at low temperatures. Ther­

efore the sharp increase in dielectric constant for DAHC may partly

be due to the loosening of the molecular lattice as the melting point

is approached. Such behaviour, where very slight increase in dielectr­

ic constant with temperature at low temperatures and more pronounced

rise below the melting point are typical of many organic materials

/10/. For example, this type of sharp increase in dielectric constant

is found in nitrobenzene and isopropyl bromide.

In the case of DAHC a transition of ammonium ion from ordered

to disordered orientation may be another cause for the sharp increase

in dielectric constant. Such transitions are found in ammonium halides



/11/. These transitions do not however exclude rotation of ammonium

ion in the disordered orientation. Hornig /12/ has suggested that

free rotation can be considered as a particular case of disordered

orientation. For molecules having shapes which prevent rotation of

the whole molecule in the lattice, orientational polarization is often

attributed to the movement_ of molecular segments. Dependence of

eon frequency strongly suggest some kind of molecular orientation.

Compounds containing hydroxyl groups capable of hydrogen bonding

are reported to show strong frequency dependence of dielectric const­

ant and high conductivity /13/. This behaviour is attributed to proton

transfer facilitated by rotation of the chains about an axis. Hydroxyl

group is present in DAHC. Therefore the sharp increase in dielectric

constant with temperature may partly be attributed to proton transfer.

The variation of dielectric loss with temperature along c-axis

is presented in Fig.9.5. The curves are similar to those observed

in the case of variation of dielectric constant with temperature.

Tana shows appreciable increase with temperature. This increase in

tan8- is brought about by an increase both in conduction of residual

current and the conduction of absorption current. As the frequency

is increased the region of sharp increase of the curves shift towards

higher temperatures. This and the observation of dielectric loss ret­

racing its path on cooling suggest energy dissipation in which a rela­

xational process is involved. Very high value of tans‘ for DAHC for
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a particular value of frequency and temperature also points to the
relaxation nature of the dielectric loss.

The dielectric constants of DAHC along a and b axes at low tempe­

ratures are found to be nearly equal to 15 and 20 respectively for

all the frequencies used. The variation of dielectric constant and

loss tangent along these axes are found to be similar to that along
the c—axis.

9 . 8 . CONCLUSIONS

The dielectric constant for DAHC along the three mutually perpen­

dicular axes a, b and c at low temperatures is found to be nearly

equal to 15, 20 and 10 respectively in the frequency range 20 Hz to

20,000 Hz. The dielectric loss at low temperatures is nearly zero

along these three directions. The dielectric constant and loss is

found to increase slightly with temperature upto a particular point

and thereafter increase. sharply. As the frequency is increased the

region of sharp increase is shifted towards higher temperatures.
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CHAPTER TEN

SPECTRAL AND THERMAL STUDIES

10.1. INTRODUCTION

Infra-red (IR) spectroscopy is being employed to an ever increas­

ing extent for the recognition and quantitative analysis of structural

units in compounds. The spectra can also be used to obtain fundamental

data on the mechanics of molecules. These studies are extremely useful

to the analyst, in that the particular motions associated with the

various characteristic frequencies are determined, so that it is pos­

sible to asses to some extend the likelihood of frequency shifts occu­

ring with changes in local environment of the group. Techniques used

for qualitative and quantitative analysis are quite refined. The vast

majority of the spectra of interest result from absorption experi­
ments. Classical electrodynamics shows that interaction between waves

and molecules in the form of emission or absorption is only possible

if the interaction is connected with an alteration in the electrical

dipole moment of the interacting molecules. The same result is obtain­

ed by the application of quantum theory. Only. those rotations and

vibrations which cause an alteration in the electric dipole moment

are excited by radiation, i.e. can be measured by absorption methods.

The IR absorption spectrum of organic compounds shows a number

of sharp absorption bands which can be correlated with asymmetric



vibrations of atoms and groups of atoms. Bands in the shorter wavelen­

gth region (4000-1000 cm-1) are thought to result mainly from stretch­

ing and bending vibrations of individual bonds and are therefore con­

sidered characteristic of the diatomic structural units of functional

groups. Bands in the longer wavelength region (1400-600 cm—1) appear

to be caused by more complex vibrations of polyatomic units and of

the molecules as a whole. Although there is some overlapping, the

shorter wavelength bands are used mainly in the detection of particu­

lar functional groups, while the longer wavelength bands are used

to gain information about environments of functional groups and to

identify compounds by comparison.

The absorption of light by organic materials in the ultraviolet
and visible region of the electromagnetic waves involves the excita­

tion of electrons ino‘ , 77 and n—orbitals from the ground state to

higher energy states. These higher energy states are referred to mole­

cular orbitals represented by afizanui A? respectively corresponding

to the ground statescr andvt. Since n electrons do not form bonds,

there are no antibonding orbitals associated with them.

The electronic transitions that. occur in time ultraviolet. and9 0 0 . 0 * *visible regions are of the following types, namely, a.» d', n.» a-,* * 0 * 0 0 0n -9 4? and tn‘ -t-rr . The energy required for thea- -9 cr transition 1S

very high; consequently, compounds in which all valence electrons

are involved in single bond formation, such as saturated hydrocarbons,



do not show absorption in the ultraviolet region. Compounds containing

nonbonding electrons (N1 oxygen, nitrogen, sulphur cnr halogen atoms
*

are capable of showing absorptions owing to r1- ¢’ transitions.

Thermal analysis continues to be one of the fastest growing ins­

trumental techniques for the study of 21 material. and. differential

scanning calorimetry (DSC) is one of the advanced technique in the

field of thermal analysis. Thermal analysis using DSC has been succes­

sfully employed to study the equilibrium between the different phases

in complexes, the thermodynamic properties, crystallization energies,

microstructural evolution. in alloys, phase transitions, effect of

temperature rise on structural change, heat capacity, enthalpy, etc.

of organic materials. Combined with IR spectroscopy and dielectric

measurements, DSC has been used for the study of certain organic mate­

rials /1, 2/. Basically, the DSC technique allows the determination

of the time derivative of the heat content per unit mass of the sam­

ple, H(t) = dH/dt, as a function of time t for a given heating rate,

T = dT/dt, and a given temperature, T(t).

The IR and UV spectra of DAHC and the DSC traces of DAHC and

CA crystals are presented and discussed in this chapter.



10.2. EXPERIMENTAL

The IR and UV spectra of DAHC were taken by the spectrometers

described in chapter four. The IR spectrum of DAHC was recorded in
the region 4000 — 200 cm-1 in nujol mull and KBr pellet at room tem­

perature. The UV spectrum of DAHC was obtained in the wavelength range

of 195 to 500 nm from aqueous solution.

The DSC traces of DAHC and CA crystals were obtained using the

calorimeter described in chapter four. Sample specimens of DAHC were

sealed in Al sample pans and heated at the rate of 200K/min in dry

nitrogen atmosphere. The DSC traces of CA crystal were also obtained

in a similar way.

10.3. RESULTS AND DISCUSSION

The IR spectrum of DAHC in nujol mull is presented in Figs. 10.1a

and 10.1b. The absorption peaks are observed at 3400, 3200, 3060,

2920, 2860, 1690, 1600, 1460, 1370, 1330, 1230 and 1090 cm-1. The

peaks at 2920, 1460 and 1370 cm—1 are due to absorption of IR by nu­

jol. The peak at 3400 cm-1 can be assigned to OH stretching vibrations

and that at 3200 cm-1 to intermolecular hydrogen bonds. The intensity

of the absorption peak due to hydrogen bonds is usually considerably

greater than that of free OH vibration which is found to be true in

the case of DAHC. The broad shape of such bands is usually attributed
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to the fact that alchoholic groups associate into various polymeric

forms in which molecules are involved in hydrogen bonding to different

extents, so that the broad band observed is a number of composite

.bands /3/.

The peak at 3060 cm—1 may be assigned to the ammonium group pre­

sent since absorption bands are reported to be observed in ammonium

salts of acids around 3060 cm—1 /4/. On comparison with the IR spec­

trum of citric acid shown in Fig.10.2, it is clear that this peak
is absent in citric acid.

The CH2 group is found to give rise to two characteristic bands
at 2926 and 2853 cm_1 corresponding to the in phase and out of phase

vibrations of hydrogen atoms /5, 6/. The absorption of 2860 cm-1 by

DAHC can thus be due to the CH2 vibrations. The other peak has proba­
bly merged with the nujol peak appearing at this place. The peak obse­

rved at 1690 cm—1 for DAHC spectrum may be due to the C=0 stretching

in the acid group that exist in DAHC. Peaks around 1700 cm_1 have

been observed in many carboxylic acids by Flett /7/. Also, in a number

of salts of organic acids examined by Duval and his co—workers /8/,

characteristic absorption peaks were observed between 1610 and 1550

cm-1 and between 1400 and 1300 cm—1 which are due to ionised carboxy­

lic group. In the spectrum of DAHC 1600 and 1330 cm-1 peaks are found

which lie in this region. In many acids, a regular series of evenly

spaced absorption in the region 1350 to 1180 cm-1 is reported. DAHC
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Fig.10.2 (a), (b) IR spectrum of citric acid in the region 4000-1800

cm-1 and 1800-600 cm_1 respectively in KBr pellet.



shows three evenly spaced peaks between 1270 to 1090 cm-1 with a spac­

ing of 40 cm-1. Jones and co—workers /9/ have shown that the number

and appearance of these bands can afford information as to the length
of the carbon chain involved.

Figs. lO.3a and 10.3b show the characteristic spectrum of DAHC

obtained using KBr pellet. The pellet spectrum is capable of revealing

those peaks which may be ecclipsed by the characterisic peaks of nu­

jol. For example, peaks at 1480, 1430 and 1380 cm_1 were not distinct

in the nujol mull spectrum. These peaks can be attributed to the CH2

deformation frequencies due to the CH2 groups in DAHC.

The UV spectrum of DAHC is presented in Fig.10.4. The spectrum

shows only one absorption peak at 210 nm. Absorption of ultraviolet

frequencies is chiefly caused by electronic excitation; the spectrum

provides only limited information about the structure of the molecule.

The magnitude of the molar extinction coefficient for a particular

absorption is directly proportional to the probability of the electro­

nic transition; the more probable a given transition the larger the
extinction coefficient. The molar extinction coefficient of DAHC can

be obtaine from the relation 5;: A/cl, where A is the absorbance given

by A = log IO/I, I0 is the intensity of the incident light and I is
the intensity of the transmitted light, c is the molar concentration

and 1 is the path length in cms. The value of&‘, is found to be 8600.

The absorption at 210 nm of DAHC is thought to be due to the carboxyl
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groups present in the material. Aliphatic carbokylic acids are report­

ed to be absorbing in the region 200 - 210 nm /10/ and DAHC contains

three carboxylic groups.

Fig.10.5 gives the DSC trace for DAHC crystal sample. It consists

of £1 fairly constant endothermic signal upto nearly 4300K followed

by a large endothermic increase. This increase is due to pre-melting
effects. The DSC trace shows characteristics similar to that obtained

in the case of variation of dielectric constant with temperature and

loss tangent with temperature.

DSC trace of CA crystal is presented in Fig.1U.6. Prominent peaks

are observed at 349, 363, 418 and 427°K. The peak at 349°K is due

to the loss of water of hydration and that at 4270K is due to melting

of CA crystals. Other peaks are probably due to structural transforma­

tions.

10.4. CONCLUSIONS

Various absorption peaks observed in the.IR spectrum of DAHC

are assigned to the functional groups present in DAHC. The molar ex­

tinction coefficient of DAHC obtained from UV spectrum is 8600 and

the only absorption peak observed at 210 nm is attributed to the pres­

ence of carboxyl group. The DSC trace of DAHC crystal shows a large

endothermic increase near the melting temperature due to pre-melting

effects. The prominent DSC peaks of CA are correspond to dehydration

and melting of the crystal.
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