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Chapter 1

Introduction

The notion of equilibrium distribution was introduced by Cox (1962) as the asymp-

totic distribution of the forward or backward recurrence times in a renewal process.

Since then, in different contexts, it has been given various interpretations as the dis-

tribution of the product of two independent random variables, one of which is size

biased and the other is uniform (Cox and Lewis (1966)), as a weighted distribution

(Jain et al. (1989)) and also as a stationary excess operator (Pakes (1996)) . The

technical details of these interpretations are explained in Chapter 2. A basic paper

from Gupta (1979), containing several interesting properties of the equilibrium ran-

dom variable, laid the foundation for subsequent researches on its role in reliability

theory. During the past five decades the study of the theoretical properties of equilib-

rium distributions and their applications in other disciplines have kept it as a fertile

area of research.

Several applications of equilibrium distributions include the areas of characteriza-

tion of distributions (Gupta (1979), Hitha and Nair (1989), Nair and Hitha (1989),

Gupta and Kirmani (1990), Sen and Khattree (1996), etc.), criteria for ageing (Desh-

pande et al. (1986), Averous and Meste (1989), Bon and Illayk (2002), Abouammoh

and Qamber (2003), Nair and Sankaran (2010), etc.), formulation of maintenance

policies (Bhattacharjee et al. (2000)), income analysis (Kleiber and Kotz (2003)),

concepts of system improvements (Ebrahimi (1989)), life length studies (Bluemen-

thal (1967), Scheaffer (1972)), estimation problems in survival studies (Zelen and

1
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Feinleib (1969), Zelen (1974)), queues and insurance (Denuit et al. (1998), Kaas et

al. (1994)), tests of hypothesis (Abouammoh et al. (1993, 2000)), system availability

(Mi (1998)), moment inequalities (Mugdadi and Ahmad (2005)) and system reliabil-

ity (Jean-Louis and Abbas (2005)). An important turning point in the development

of this topic is the introduction of equilibrium distributions of higher orders (Hark-

ness and Shantaram (1969)). Several applications of the higher order equilibrium

distribution, that include new partial orderings and ageing concepts (Fagiuoli and

Pellerey (1993)), moment properties (Nanda et al. (1996b)), interpretations of Bon-

desson’s functions (Stein and Dattero (1999)), link between shapes of failure rates

and mean residual life functions (Navarro and Hernandez (2004)), applications to re-

liability (Gupta (2007)) and characterizations (Pakes and Navarro (2007), etc. ), have

appeared in the literature. Moreover, Willmot et al. (2005) discussed the applications

of higher order equilibrium distributions to insurance claim modelling.

From a perusal of the literature, it appears that equilibrium distribution and its

properties are most studied in the context of reliability modeling and analysis. Various

aspects investigated in this respect can be summarized as follows. The relationships

between various concepts in reliability for the equilibrium distribution and the base-

line distribution is most important among them. These in turn provide the basis

of many characterizations of lifetime models. Secondly, most of the ageing concepts

can be either interpreted or characterized by appropriate properties of the equilibrium

distribution. Further, many new ageing concepts are evolved by comparing the ageing

patterns of the baseline distribution and the corresponding equilibrium counterpart.

Equilibrium distributions of higher orders have been proposed by a process of itera-

tion that brings in new models whose characteristics can be expressed in terms of the

original model. Many such relationships provide new methodology for establishing

simple proofs in several cases and also enable statistical inference and analysis. The

role of equilibrium distributions is fundamental in deriving proofs of properties of

stochastic orders connecting reliability functions.

The present work is intended to discuss various properties and reliability aspects of

higher order equilibrium distributions in continuous, discrete and multivariate cases,

which contribute to the study on equilibrium distributions. At first, we have to study

and consolidate the existing literature on equilibrium distributions. For this we need

some basic concepts in reliability. These are being discussed in the next chapter,
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which include univariate discrete and continuous cases.

In Chapter 3, some identities connecting the failure rate functions and moments

of residual life of the univariate, non-negative continuous equilibrium distributions of

higher order and that of the baseline distribution are derived. These identities are

then used to characterize the generalized Pareto model, mixture of exponentials and

gamma distribution. An approach using the characteristic functions is also discussed

with illustrations. Moreover, characterizations of ageing classes using stochastic or-

ders has been discussed. Part of the results of this chapter have been reported in

Nair and Preeth (2009).

Various properties of equilibrium distributions of non-negative discrete univariate

random variables are discussed in Chapter 4. Then some characterizations of the geo-

metric, Waring and negative hyper-geometric distributions are presented. Moreover,

the ageing properties of the original distribution and nth order equilibrium distribu-

tions are compared. Part of the results of this chapter have been reported in Nair,

Sankaran and Preeth (2012).

Chapter 5 is a continuation of Chapter 4. Here, several conditions, in terms of

stochastic orders connecting the baseline and its equilibrium distributions are derived.

These conditions can be used to redefine certain ageing notions. Then equilibrium

distributions of two random variables are compared in terms of various stochastic

orders that have implications in reliability applications.

In Chapter 6, we make two approaches to define multivariate equilibrium distribu-

tions of order n. Then various properties including characterizations of higher order

equilibrium distributions are presented. Part of the results of this chapter have been

reported in Nair and Preeth (2008).

The Thesis is concluded in Chapter 7. A discussion on further studies on equilib-

rium distributions is also made in this chapter.



Chapter 2

Equilibrium Distributions -

A Review

2.1 Introduction

The study on equilibrium distributions has gained the interest of researchers from var-

ious fields ever since it was introduced by Cox (1962). Over the past fifty years, many

results have been put forward by several researchers on this topic which sparked off

applications to numerous areas such as characterization of distributions, criteria for

ageing, formulation of maintenance policies, income analysis, insurance etc.. The ob-

jective of this chapter is to make a brief survey of the important results on equilibrium

distributions that are relevant to the present study.

As mentioned in Chapter 1, since the applications of equilibrium distributions is

oriented towards reliability modeling and analysis, we need some background ma-

terials from reliability theory for the development of our results in the subsequent

chapters. These are being discussed in the next two sections.

4



2.2. Reliability concepts for continuous lifetime distributions 5

2.2 Reliability concepts for continuous lifetime dis-

tributions

Let X be a non-negative random variable representing lifetime of a system or a device

having absolutely continuous distribution function

F (x) = P (X ≤ x), x > 0

with respect to the Lebesgue measure. Let f(x) be the probability density function

(pdf) of X. Then the survival function of X is denoted by S(x) and is defined as

S(x) = P (X > x),

= 1− F (x), x > 0. (2.1)

In other words, the survival function, S(x) is the probability of a device or a system of

components performing its purpose adequately for the period of time (0, x) under the

operating conditions encountered. In the context, involving lifetimes of systems or

devices, it is referred to as the reliability function. S(x) is a non-increasing continuous

function with

lim
x→0

S(x) = 1

and

lim
x→∞

S(x) = 0.

2.2.1 Hazard rate

An important function that characterizes lifetime distributions is the hazard rate. It

is denoted by h(x) and is defined as

h(x) = lim
∆x→0

P (x ≤ X < x+ ∆x|X > x)

∆x
, x > 0.

The hazard rate specifies the instantaneous rate of failure of a device in the next small

interval of time ∆x, given that the device has survived up to time x. Thus h(x)∆x is
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the approximate probability of failure in the interval [x, x+ ∆x), given survival up to

time x. In actuarial studies h(x) is known under the name of force of mortality. The

reciprocal of the hazard rate for the normal distribution is known as Mill’s ratio. In

extreme value theory, it is called intensity function. The hazard rate is also known as

conditional failure rate in reliability and the age-specific failure rate in epidemiology.

When X is absolutely continuous, the hazard rate is expressed as

h(x) =
f(x)

S(x)
,

= − d

dx
logS(x). (2.2)

Integrating (2.2) with respect to x, we obtain

S(x) = exp

[
−
∫ x

0

h(u) du

]
, (2.3)

which shows that h(x) characterizes the distribution of X. The pdf of X can also be

represented as

f(x) = h(x) exp

[
−
∫ x

0

h(u) du

]
. (2.4)

2.2.2 Mean residual life function

Mean residual life function plays an important role in reliability, survival analysis

and various other areas. It is often referred as life expectancy or expectation of life

in demography. The mean residual life function (mrl) of X, m(x), is defined as the

mean of the the residual life (X − x|X > x). More explicitly,

m(x) = E(X − x|X > x),

=
1

S(x)

∫ ∞
x

(u− x) f(u) du,

=
1

S(x)

∫ ∞
x

S(u) du, (2.5)
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which characterizes the distribution of X through (Cox (1962))

S(x) =
m(0)

m(x)
exp

[
−
∫ x

0

1

m(u)
du

]
. (2.6)

Differentiating (2.6) with respect to x, we obtain the density function that is expressed

in terms of the mean residual life function

f(x) =
µ
(
d
dx
m(x) + 1

)
m2(x)

exp

[
−
∫ x

0

1

m(u)
du

]
. (2.7)

Mean residual life summarizes the entire residual life distribution, whereas the hazard

rate relates only to the risk of immediate failure. The hazard rate and mrl of X are

linked through the relation (Muth (1977))

h(x) =
1 + d

dx
m(x)

m(x)
. (2.8)

Moreover,

µ = lim
x→0

m(x),

=

∫ ∞
0

S(u) du.

Calabria and Pulcini (1987) established that

lim
x→∞

m(x) = lim
x→∞

1

h(x)
,

provided the latter limit exists, finite and strictly positive. They also deduced that

lim
x→∞

d

dx
m(x) = 0, (2.9)

or equivalently, that

lim
x→∞

m(x) h(x) = 1.

It is to be noted that the m(x) is constant and m(x) h(x) = 1 for the exponential

distribution and conversely.
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2.2.3 Variance residual life function

Another function which has also generated interest in the recent years is the variance

residual life function. It is denoted by σ2(x) and is defined as

σ2(x) = E
[
(X − x)2|X > x

]
−m2(x)

=
1

S(x)

∫ ∞
x

(u− x)2f(u) du−m2(x),

=
2

S(x)

∫ ∞
x

(u− x)S(u) du−m2(x),

=
2

S(x)

∫ ∞
x

∫ ∞
t

S(u) du dt−m2(x), (2.10)

obtained by integrating by parts on each of the steps. Abouammoh et al. (1990)

showed that the variance residual life together with mean residual life function char-

acterizes the distribution of X through the identity

S(x) = exp

[
−
∫ x

0

d
du
σ2(u)

σ2(u)−m2(u)
du

]
. (2.11)

2.2.4 Stochastic orders

Stochastic orders have been used during the last few decades in many diverse ar-

eas of probability and statistics such as reliability theory, queuing theory, survival

analysis, biology, economics, insurance, actuarial science, operations research, and

management science. Stochastic orders are used to compare distributions in terms of

their characteristics. Definitions of the stochastic orders given below, unless otherwise

specified, can be seen in Shaked and Shanthikumar (2007).

Let X be a random variable having the characteristics discussed above and Y be

another non-negative random variable with pdf g(x), survival function T (x), finite

mean λ, hazard rate function k(x) and mean residual life function r(x). In the sequel,

the phrase for all x means that for all x in the union of supports of X and Y ; ↑ x (↓ x)

means that it is increasing (decreasing) in x > 0. In the present work, increasing

(decreasing) is used in the week sense, that is, non-decreasing (non-increasing).
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Definition 2.2.1. X is said to be smaller than Y in the usual stochastic order (X ≤st
Y ) if and only if S(x) ≤ T (x) for all x.

Definition 2.2.2. X is said to be smaller than Y in Laplace transform order (X ≤Lt
Y ) if and only if

E(e−sX) ≥ E(e−sY ), for all s > 0.

This is equivalent to ∫ ∞
0

e−suS(u) du ≤
∫ ∞

0

e−suT (u) du.

Definition 2.2.3. X is said to be smaller than Y in hazard rate order (X ≤hr Y ) if

and only if h(x) ≥ k(x) for all x or equivalently,

T (x)

S(x)
↑ x

or equivalently for absolutely continuous distributions (Shaked and Shanthikumar

(2007, p. 17)),
f(x)

S(x+ y)
≥ g(x)

T (x+ y)
, for all x, y > 0.

These are again equivalent to any of the following (Mukherjee and Chatterjee (1992))

(X − x|X > x) ≤st (Y − x|Y > x),

(X − x|X > x) ≤hr (Y − x|Y > x)

and (Theorem 5.A.22 of Shaked and Shanthikumar (2007))

(X − x|X > x) ≤Lt (Y − x|Y > x).

Definition 2.2.4. X is said to be smaller than Y in likelihood ratio order (X ≤lr Y )

if and only if
g(x)

f(x)
↑ x.

This is equivalent to (Hu et al. (2001))

(X − x|X > x) ≤lr (Y − x|Y > x).
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Definition 2.2.5. X is said to be smaller than Y in harmonic mean residual life

order (X ≤hmrl Y ) if and only if[
1

x

∫ x

0

1

m(u)
du

]−1

≤
[

1

x

∫ x

0

1

r(u)
du

]−1

for all x.

Definition 2.2.6. X is said to be smaller than Y in variance residual life order

(X ≤vrl Y ) if and only if σ2
X(x) ≤ σ2

Y (x) for all x, where σ2
X(x) and σ2

Y (x) are

the variance residual life functions of X and Y respectively. This is equivalent to

(Fagiuoli and Pellerey (1993)) ∫ ∞
x

∫ ∞
t

S(u) du dt∫ ∞
x

∫ ∞
t

T (u) du dt

↓ x

and (Hu et al. (2001)) (X − x|X > x) ≤vrl (Y − x|Y > x).

Definition 2.2.7. X is said to be smaller than Y in increasing convex order (X ≤icx
Y ) if and only if ∫ ∞

x

S(u) du ≤
∫ ∞
x

T (u) du for all x.

Definition 2.2.8. X is said to be smaller than Y in increasing concave order (X ≤icv
Y ) if and only if ∫ x

0

S(u) du ≤
∫ x

0

T (u) du for all x.

Definition 2.2.9. X is said to be smaller than Y in mean residual life order (X ≤mrl
Y ) if and only if m(x) ≤ r(x) for all x. This is equivalent to any one of the following∫ ∞

x

T (u) du∫ ∞
x

S(u) du

↑ x,

1

S(x)

∫ ∞
x+y

S(u) du ≤ 1

T (x)

∫ ∞
x+y

T (u) du, for all x, y > 0



2.2. Reliability concepts for continuous lifetime distributions 11

due to Shaked and Shanthikumar (2007, p. 82),

(X − x|X > x) ≤hmrl (Y − x|Y > x),

(X − x|X > x) ≤icx (Y − x|Y > x)

and

(X − x|X > x) ≤mrl (Y − x|Y > x).

The last two relations are due to Hu et al. (2001).

Definition 2.2.10. X is said to be smaller than Y in stop loss moment order of

degree n (X ≤n−sl Y ) if and only if

E
[
(X − x)n+

]
≤ E

[
(Y − x)n+

]
,

for all x. It may be noted that 1− sl is the stop loss function order,

E [(X − x)+] ≤ E [(Y − x)+] ,

where (X − x)+ = max(X − x, 0).

The following implications exist among the various stochastic orders discussed

above which can be seen in Hu et al. (2001) and Shaked and Shanthikumar (2007).

mrl

hmrl

lr

hr

icv

st

icx

Lt

sl

2.2.5 Ageing concepts

By the term ageing of a device, we mean the phenomenon whereby its residual life is

affected by its age in some probability sense. This description covers the states, posi-

tive ageing, negative ageing and non-ageing a device can undergo. Non-ageing means
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that the age of a component has no effect on the distribution of residual lifetime of

the component. Positive ageing (also known as averse ageing) describes the situation

where residual lifetime tends to decrease with increasing age of a component. On the

other hand, negative ageing has an opposite effect on the residual lifetime. Concepts of

ageing describe how a component or system improves or deteriorates with age. Many

classes of life distributions are categorized or defined in the literature according to

their ageing properties. The following are some of the concepts discussed in Barlow

and Proschan (1981) and Lai and Xie (2006) and others specifically mentioned.

Definition 2.2.11. The distribution of X is said to be increasing (decreasing) failure

rate (IFR/DFR) if and only if

S(x+ t)

S(x)
↓ x (↑ x),

for t > 0, which is equivalent to − logS(x) is convex (concave) or equivalent to h(x)

is being increasing (decreasing) for each x ≥ 0. This is again equivalent to any one

of the following (Shaked and Shanthikumar (2007))

(X − y|X > y) ≤st (≥st) (X − x|X > x),

(X − y|X > y) ≤hr (≥hr) (X − x|X > x),

(X − y|X > y) ≤icv (≥icv) (X − x|X > x)

and

(X − y|X > y) ≤Lt (≥Lt) (X − x|X > x),

for all y ≥ x > 0.

Definition 2.2.12. The distribution of X is said to be increasing (decreasing) failure

rate average (IFRA / DFRA) if and only if

−1

x
logS(x) ↑ x (↓ x).

This is equivalent to
1

x

∫ x

0

h(u) du ↑ x (↓ x).

Definition 2.2.13. The distribution of X is said to be increasing (decreasing) failure
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of second order (IFR(2) /DFR(2)) if and only if for t ≥ 0

1

S(x)

∫ x+t

x

S(u) du ↓ x (↑ x).

Definition 2.2.14. The distribution of X is said to be bathtub (BT) shaped failure

rate if and only if there exists 0 < x1 ≤ x2 <∞ such that

1. h(x) is strictly decreasing in 0 ≤ x ≤ x1,

2. h(x) is a constant for x1 ≤ x ≤ x2 and

3. h(x) is strictly increasing in x2 ≤ x <∞.

Definition 2.2.15. The distribution of X is said to be upside down bathtub (UBT)

shaped failure rate if and only if there exists 0 < x1 ≤ x2 <∞ such that

1. h(x) is strictly increasing in 0 ≤ x ≤ x1,

2. h(x) is a constant for x1 ≤ x ≤ x2 and

3. h(x) is strictly decreasing in x2 ≤ x <∞.

Definition 2.2.16. The distribution of X is said to be decreasing (increasing) mean

residual life (DMRL / IMRL) if and only if m(x) is decreasing (increasing) in x ≥ 0

(Bryson and Siddiqui (1969)). In other words, the older the device is, the smaller

(larger) is its mean residual life. This is equivalent to any one of the following (Shaked

and Shanthikumar (2007))

(X − y|X > y) ≤mrl (≥mrl) (X − x|X > x),

(X − y|X > y) ≤hmrl (≥hmrl) (X − x|X > x)

and

(X − y|X > y) ≤icx (≥icx) (X − x|X > x),

for all y ≥ x > 0.

Definition 2.2.17. The distribution of X is said to be new better (worse) than used

(NBU / NWU) if and only if S(x+ u) ≤ (≥)S(x)S(u), for all x, u ≥ 0. This means



2.2. Reliability concepts for continuous lifetime distributions 14

that a device of any particular age has a stochastically smaller remaining lifetime

than a new device (Barlow and Proschan (1981)).This is equivalent to (Shaked and

Shanthikumar (2007))

(X − x|X > x) ≤st (≥st) X.

Definition 2.2.18. The distribution of X is said to be new better (worse) than used

in expectation (NBUE / NWUE) if and only if m(x) ≤ (≥)µ. This means that a

device of any particular age has a smaller (larger) mean remaining lifetime than a

new device (Barlow and Proschan (1981)). This is equivalent to X ≤hmrl X + Y , for

any non-negative random variable Y independent of X, having finite positive mean

(Shaked and Shanthikumar (2007)).

Definition 2.2.19. The distribution of X is said to be new better (worse) than used

in convex ordering (NBUCX / NWUCX) if and only if

1

S(x)

∫ ∞
y

S(x+ u) du ≤ (≥)

∫ ∞
y

S(u) du,

for all x, y ≥ 0 (Cao and Wang (1991)). This is equivalent to (Fagiuoli and Pellerey

(1993))

(X − x|X > x) ≤icx (≥icx)X.

Definition 2.2.20. The distribution of X is said to be new better (worse) than used

in concave ordering (NBUCV / NWUCV) if and only if∫ x

0

S(u+ y) du ≤ (≥)S(y)

∫ x

0

S(u) du,

for x, y ≥ 0 (Cao and Wang (1991)). This is equivalent to (Fagiuoli and Pellerey

(1993))

(X − x|X > x) ≤icv (≥icv)X.

NBUCV is also called new better than used of second order (NBU (2)).

Definition 2.2.21. The distribution of X is said to be used better (worse) than aged

(UBA / UWA) if and only if for all x, t ≥ 0,

S(x+ t) ≥ (≤) S(x) exp

[
−t

m(∞)

]
.
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Definition 2.2.22. The distribution of X is said to be used better (worse) than aged

in expectation (UBAE / UWAE) if and only if m(x) ≥ (≤) m(∞) for all x ≥ 0,

provided 0 < m(∞) <∞.

Definition 2.2.23. The distribution of X is said to be new better (worse) than used in

failure rate (NBUFR / NWUFR) if and only if h(x) > (<)h(0) for x ≥ 0 (Deshpande

et al. (1986)).

Definition 2.2.24. The distribution of X is said to be new better than used in failure

rate average (NBAFR or NBUFRA) if

h(0) ≤ 1

x

∫ x

0

h(u) du,

for all x ≥ 0 (Loh (1984)).

Definition 2.2.25. The distribution of X is said to be decreasing (increasing) mean

residual life in harmonic average (DMRLHA / IMRLHA) if and only if[
1

x

∫ x

0

1

m(u)
du

]−1

is decreasing (increasing) in x ≥ 0 (Deshpande et al. (1986)).

Definition 2.2.26. The distribution of X is said to be decreasing (increasing) vari-

ance of residual life (DVRL / IVRL) if and only if σ2(x) is decreasing (increasing)

in x ≥ 0 (Launer (1984)). This is equivalent to

(X − y|X > y) ≤vrl (≥vrl)(X − x|X > x),

for y ≥ x ≥ 0 (Hu et al. (2001)).

Definition 2.2.27. The distribution of X is said to be harmonically new better

(worse) than used (HNBUE / HNWUE) if and only if∫ ∞
x

S(u) du ≤ (≥)µe
−x
µ ,

for all x ≥ 0.
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Definition 2.2.28. The distribution of X is said to be generalized increasing (de-

creasing) mean residual life (GIMRL / GDMRL) if and only if for all x ≥ 0

1

S(y + x)

∫ ∞
y

S(u) du

is increasing (decreasing) in y ≥ 0 (Bon and Illayk, 2002).

The following implications exist among the ageing classes discussed above.

IFR IFRA

DVRL

IFR(2)

DMRLUBA

UBAE DMRLHA

NBU NBUCV

NBUCX

NBUE

NBUFR

NBAFRHNBUE

2.3 Concepts in discrete time

The work on reliability theory when X is discrete is much less voluminous than in

the continuous case, as most of the lifetimes discussed in literature are continuous in

nature. However, discrete data can also arise naturally in a variety of situations like

the following:-

(a) Measuring devices are inaccurate so that the number of items failed are collected

at units of intervals of times.

(b) The observations are the number of cycles completed prior to failure. For exam-

ple, the number of copies produced by a copier before it fails or the number of

miles for which a car tyre was operational.

(c) When the continuous data are grouped.

Let X be non-negative integer valued random variable, representing the failure

time (time is a general term used to specify a realization of X, irrespective of whether
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it is the actual completed units of time or number of cycles prior to failure etc.) with

probability mass function (pmf)

f(x) = P (X = x), x = 0, 1, 2, . . . ,

distribution funtion

F (x) = P (X ≤ x)

and survival function

S(x) = 1− F (x)

= P (X > x)

=
∞∑

u=x+1

f(u).

It is to be noted that

f(x) = S(x− 1)− S(x). (2.12)

Let µ(<∞) be the mean of X, then

µ =
∞∑
u=0

S(u). (2.13)

The hazard rate function of X is defined as

h(x) = P (X = x|X ≥ x),

=
f(x)

S(x− 1)
,

= 1− S(x)

S(x− 1)
, S(x− 1) > 0. (2.14)

Notice that h(x) determines the distribution of X uniquely through (Gupta (1979))

S(x) =
x∏
u=0

[1− h(u)], (2.15)

or

f(x) = h(x)
x−1∏
u=0

[1− h(u)].
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Another related concept is the mean residual life function, which is defined as

m(x) = E(X − x|X > x),

=
1

S(x)

∞∑
u=x+1

(u− x)f(u),

=
1

S(x)

∞∑
u=x

S(u), S(x) > 0, (2.16)

that satisfies the identity (Nair and Hitha (1989))

h(x+ 1) =
m(x+ 1)−m(x) + 1

m(x+ 1)
. (2.17)

Further,

µ = S(0)m(0).

Gupta (1979) showed that m(x) also characterizes the distribution of X through

S(x) = S(0)
m(0)

m(x)

x−1∏
u=0

[
1− 1

m(u)

]
. (2.18)

The variance residual life is

V (x) = E
[
(X − x)2|X > x

]
−m2(x),

=
1

S(x)

∞∑
u=x+1

(u− x)2f(u)−m2(x). (2.19)

The above definition verifies that

[V (x) +m2(x)]S(x)− [V (x+ 1) +m2(x+ 1)]S(x+ 1)

=
∞∑

u=x+1

(u− x)2f(u)−
∞∑

u=x+2

(u− x− 1)2f(u),

=
∞∑

u=x+1

(u− x− 1)f(u),

= 2S(x)m(x)− S(x),
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which, on division by S(x), gives

V (x)− V (x+ 1) = h(x+ 1) [m(x+ 1) (m(x)− 1)− V (x+ 1)]. (2.20)

Substituting (2.14) and rearranging terms,

S(x+ 1) = S(x)

[
1− V (x)− V (x+ 1)

m(x+ 1) (m(x)− 1)− V (x+ 1)

]
.

Hence by iteration,

S(x+ 1) =
x∏
u=0

[
1− V (u)− V (u+ 1)

m(x+ 1) (m(x)− 1)− V (u+ 1)

]
. (2.21)

Thus (2.21) confirms that V (x) together with m(x), characterizes the distribution of

X. Further, the rth factorial stop loss moment (partial moment) is defined as

αr(x) = E(X − x)
(r)
+ ,

= E ((X − x)+ · · · (X − x− r + 1)+) , (2.22)

where

(X − x)+ = max(X − x, 0)

and

n(r) = n(n− 1) · · · (n− r + 1)

is the descending factorial of order r. The properties of αr(x), recurrence relations

connecting them for various discrete families and some applications to reliability stud-

ies are reported in Nair et al. (2000). We also note the identities

m(x) =
α1(x)

α1(x)− α1(x+ 1)

and

1− h(x) =
α1(x+ 1)− α1(x+ 2)

α1(x)− α1(x+ 1)
.



2.3. Concepts in discrete time 20

2.3.1 Stochastic orders

In addition to X, let Y be another non-negative discrete random variable with pmf

g(x), survival function T (x), mean λ < ∞, hazard rate function k(x) and mean

residual life function r(x). In studying the partial orderings between X and Y ,

we need the following definitions. We use the notation ↑ x (↓ x) for increasing

(decreasing) in x ∈ N = {0, 1, 2, . . . }. The conditions rendering each partial orders

have to be valid for all x = 0, 1, 2, . . ., unless otherwise stated. For detailed discussion

of these stochastic orders we refer to Shaked and Shanthikumar (2007).

Definition 2.3.1. X is said to be smaller than Y in stochastic order (X ≤st Y ), if

and only if S(x− 1) ≤ T (x− 1).

Definition 2.3.2. X is said to be smaller than Y in hazard rate order (X ≤hr Y ),

if and only if h(x) ≥ k(x). This is equivalent to

S(x)

T (x)
↓ x.

Definition 2.3.3. X is said to be smaller than Y in likelihood ratio order (X ≤lr Y ),

if and only if f(x)/g(x) is non-increasing in x over the union of supports of X and

Y .

Definition 2.3.4. X is said to be smaller than Y in mean residual life order (X ≤mrl
Y , if and only if m(x) ≤ r(x). This is equivalent to

∞∑
u=x

S(u)

∞∑
u=x

T (u)

↓ x.

Definition 2.3.5. X is said to be smaller than Y in harmonic mean residual life

order (X ≤hmrl Y ), if and only if

1

µ

∞∑
u=x

S(u) ≤ 1

λ

∞∑
u=x

T (u).

Definition 2.3.6. X is said to be smaller than Y in increasing convex order (X ≤icx
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Y ), if and only if
∞∑
u=x

S(u) ≤
∞∑
u=x

T (u).

Definition 2.3.7. X is said to be smaller than Y in probability generating function

order (X ≤pgf Y ), if and only if E(sX) ≥ E(sY ) for all s ∈ (0, 1). This is equivalent

to
∞∑
u=0

suS(u) ≤
∞∑
u=0

suT (u).

Definition 2.3.8. X is said to be smaller than Y in moment generating function

order (X ≤mgf Y ), if and only if E(etX) ≤ E(etY ), for all t > 0 provided both

expectations are finite.

2.3.2 Ageing classes

The ageing classes in the discrete case are defined analogously to the continuous case.

From Lai and Xie (2006), we give the following definitions.

Definition 2.3.9. The distribution of X is said to be increasing (decreasing) fail-

ure rate (IFR/DFR) if and only if h(x) is increasing (decreasing) in x. This is

equivalent to (Barlow and Proschan (1981))

S(x+ 1)

S(x)
↓ x (↑ x).

Definition 2.3.10. X is said to be IFR(2) if and only if for all y ∈ N

ay(x) =
1

S(x)

x+y∑
u=x

S(u) ↓ x.

Definition 2.3.11. The distribution of X is said to be NBU (new better than used)

if and only if and only if S(x+ y) ≤ S(x)S(y) for all x, y ∈ N .

Definition 2.3.12. The distribution of X is said to be new better than used in expec-

tation (NBUE) if and only if E(X − x|X > x) ≤ E(X) for all x. This is equivalent

to m(x) ≤ µ. The distribution of X is said to be new better than used in expectation
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(NBUE) if and only if E(X − x|X > x) ≤ E(X) for all x. This is equivalent to

m(x) ≤ µ.

Definition 2.3.13. X is said to be new better (worse) than used in failure rate-

NBUFR (NWUFR) if h(x) ≥ (≤)h(0) for every x ≥ 0.

Definition 2.3.14. The distribution of X is said to be decreasing (increasing) mean

residual life (DMRL/IMRL) if and only if m(x) is decreasing (increasing) in x for

all x.

Definition 2.3.15. The distribution of X is said to be decreasing (increasing) vari-

ance residual life (DV RL/IV RL) if and only if V (x) is decreasing (increasing) in

x for all x.

Fagiuoli and Pellerey (1994) discussed more advanced concepts of ageing.

Definition 2.3.16. We say that the distribution of X is IFR(2) (DFR(2)) if for all

t ≥ 0
x−1+t∑
u=x−1

S(u)

S(x)
↓ (↑)x.

Definition 2.3.17. The distribution of X is NBU(2) if for all t and x ≥ 0

S(x− 1)
t∑

u=0

S(u− 1) ≥
x+t∑
u=x

S(u− 1).

They have also proved that

NBU(2) =⇒ NBUFR.

2.4 Origin and interpretations of equilibrium dis-

tributions

Suppose that we have a set of components with continuous, independent and iden-

tically distributed life times L1, L2, L3, . . . with pdf f(x), such that f(x) → 0 as
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x → ∞, survival function S(x) and finite mean µ and that the first component is

replaced upon failure by second, second by third and so on. Then the sequence of

points Sn = L1 +L2 + . . .+Ln constitute a renewal process. At a fixed time t > 0, if

N(t) = sup{n : Sn ≤ t}, the random variables Ut = t−SN(t) and Vt = SN(t)+1− t are

called the age and residual life of the component working at the time t. Then both

the age Ut and residual life Vt of the component in use at the time t, have the same

asymptotic distribution with pdf

f1(x) =
S(x)

µ
, x ≥ 0, (2.23)

as t → ∞ (Cox (1962)). This distribution is called the equilibrium distribution or

stationary excess distribution of the lifetime of the component. This distribution is

always J shaped and has a unique mode at x = 0. The exponential distribution has

been shown to be the only one for which the distribution of failure time coincides

with its equilibrium distribution.

An alternative interpretation of the equilibrium distribution was also given again

by Cox (1962). In the above discussed process, even if the life times L1, L2, L3, . . .

are not independent, the residual life of a component has the equilibrium distribution

(2.23), at a randomly chosen time point.

If X denote the life time of a component or system, Cox and Lewis (1966) showed

that the distribution (2.23) can also be obtained as the distribution of the prod-

uct of two independent random variables, L and U , where L is a random variable

corresponding to the length biased distribution of X with pdf

x f(x)

µ
, x ≥ 0 (2.24)

and U is distributed as uniform over (0, 1). This shows that the random variable

corresponding to (2.23), say X1, is smaller than L in the usual stochastic order.

Length biased distribution is a special case w(x) = x, of the weighted distribution of

X having pdf

fW (x) =
w(x) f(x)

E(w(X))
, x > 0, (2.25)

where w(x) > 0 and E(w(X)) <∞. Weighted distributions arise when the observa-
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tions generated from a stochastic process are recorded according to the weight func-

tion, w(x) (Rao (1965)). Brown (2006) established that L is identically distributed

as (X|X > X1).

The equilibrium distribution is also a special case of the weighted distribution

with the weight function,

w(x) =
1

h(x)
,

which was noted independently by Jain et al. (1989) and Gupta and Kirmani (1990).

Pakes (1996) viewed the distribution function of (2.23) as the image of an operator

called stationary excess operator (S ) on distribution functions, which is defined as

S (F (x)) =
1

µ

∫ x

0

(1− F (u)) du,

=
1

µ

∫ x

0

S(u) du. (2.26)

2.4.1 Higher order equilibrium distributions

For a non-negative random variable X with survival function S(x), Harkness and

Shantaram (1969) extended (2.23) by defining the equilibrium distribution of order

n recursively through the sequence (1 − Sn) of absolutely continuous distribution

functions

1− Sn(x) =

 1
µn−1

∫ x

0

Sn−1(u) du, x > 0, n = 1, 2, 3, . . .

0, x ≤ 0,
(2.27)

where

µn =

∫ ∞
0

Sn(u) du (<∞)

is the mean of equilibrium distribution of order n and Sn(x) is the survival function

of the equilibrium distribution of order n. Note that S0(x) = S(x) is the survival

function of X, µ0 = µ = E(X) and that S1(x) is the asymptotic survival function of

both Ut and Vt and consequently µ1 is their mean value. In the sequel, we denote by

Xn, the random variable with distribution (2.27), so that X0 = X. If the distribution
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function F is finite on [a, b], where b = inf{x|S(x) = 0}, Harkness and Shantaram

(1969) showed that the limiting distribution is

lim
n→∞

Sn

(x
n

)
= e−

x
b , x ≥ 0,

the exponential distribution.

Pakes (1996) also obtained (2.27) by extending the stationary excess operator, S

defined in (2.26) to its n-fold iterates as

Sn(1− S(x)) = S (Sn−1(1− S(x))), n = 1, 2, 3, . . . , (2.28)

where S0(1− S(x)) = 1− S(x) (Pakes and Navarro (2007)).

Pakes (1996) further established that Xn can be represented as a product of two

independent random variables as, Xn ≡ BLn, where B is random variable having

beta law, β(1, n) with density function

g(t) = (n+ 1) (1− t)n, 0 < t < 1

and Ln is the weighted version of the random variable X having weight function

w(x) = xn. Later on, Brown (2006) obtained the same result by stating that B is

the minimum of n independent and identically distributed uniform random variables

over (0, 1).

Pakes and Navarro (2007) showed that we can get the lower order equilibrium

distributions from the higher orders by using the inverse stationary excess operator

defined as follows:

Definition 2.4.1. The inverse stationary excess operator defined as

S−n(1− S(x)) = 1− D
n(1− S(x))

Dn(1− S(0))
,

over a class ∆n, n = 1, 2, , 3, . . . of distribution functions satisfy the following condi-

tions:

1. Dn(1− S(x)) exists for x > 0
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2. 0 < |Dn(1− S(0))| <∞ and

3. Dn(1− S(x))/Dn(1− S(0))→ 0 as x→∞

where Dn(1− S(x)) is the nth derivative of 1− S(x) at x.

Thus by using the inverse operator, we get the distribution of X from that of Xn

as

S−nSn(1− S(x)) = SnS−n(1− S(x)) = 1− S(x),

provided 1− Sn(x) ∈ ∆n.

2.4.2 Discrete case

Let us consider a sequence of repeated trials with possible outcomes Ej (j = 1, 2, . . .),

which may not be independent and it is possible to continue the trials indefinitely. Let

Ψ be an attribute of finite sequences; that is we suppose that it is uniquely determined

whether a sequence (Ej1 , . . . , Ejn) has, or has not, the characteristic Ψ and we say

that Ψ occurs at the nth place in the sequence Ej1 , Ej2 , . . .. Suppose further that Ψ is

repetitive with the repeated trials; but the number of trials in between two successive

occurrences of Ψ is not constant and

∞∑
u=0

f(u) = 1,

where f(x) = P (Ψ occurs for the first time at the xth trial). Let τ ≥ 0 be an integer

and we start to observe the process after the τth trial. Then Feller (1957) deduced

that the residual waiting time for the first occurrence of Ψ after the τth trial takes

place at the (τ + x)th trial is distributed with pmf

f1(x) =
S(x)

µ
, x = 0, 1, 2, . . . , (2.29)

as τ →∞, where

S(x) =
∞∑

u=x+1

f(u)
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and

µ =
∞∑
u=0

S(u) <∞.

The distribution (2.29) is called the discrete equilibrium distribution or stationary

excess distribution and the corresponding random variable is denoted by X1. Also,

the above discussed process is called stationary or equilibrium point process.

Assuming that the probability of a sampled component possesses a certain life

length X is proportional to x. Then the distribution of the total life length L of the

sampled component is

P (L = x) =
x P (X = x)

µ

when the conditional distribution of the equilibrium random variable X1 is uniform

over [0, x]. Hence the conditional distribution of X is given by (2.29).

Whitt (1985) viewed (2.29) as the image of operator called discrete stationary

excess operator defined by

S (f(x)) =
S(x)

µ
, x = 0, 1, 2, . . . . (2.30)

2.4.3 Higher order discrete equilibrium distributions

Consider a sequence of independent and identically distributed stationary point pro-

cesses with stationary excess distribution (2.29). Let a new process be formed by

observing one stationary point process until a point occurs in it, then observing a

second point process until a point occurs in it, and so forth. This is a renewal process

having (2.29) as its renewal interval distribution, which, can also be obtained by using

the stationary excess operator on (2.29). The iterative use of the stationary excess

operator on a distribution gives higher order equilibrium distributions (Whitt (1985)).

The higher order equilibrium distribution converges in distribution to geometric as

the number of iterations increase (Whitt (1985)).
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2.5 Characteristics of equilibrium distributions

If φ(t) and φ1(t) are the characteristic functions of the baseline random variable X and

its equilibrium counterpart X1 respectively, Harkness and Shantaram (1969) showed

that they are related through

φ1(t) =


φ(t)− 1

itµ
, t 6= 0,

1, t = 0,
(2.31)

which shows that there is a one - one relationship between the distributions of X

and X1. By extending this to the nth order they established that the characteristic

function φn(t) of Xn is given by

φn(t) =


n!

µn(it)n

[
φ(t)−

n−1∑
j=0

µj
(it)j

j!

]
, t 6= 0,

1, t = 0,

(2.32)

where µn = E(Xn). Moreover, from (2.31), they deduced the identity,

E(Xr
1) =

E(Xr+1)

(r + 1) µ
,

connecting the moments of X and X1. They further extended the identity by con-

necting the moments of X and Xn as

E(Xr
n) =

1(
n+r
r

)E(Xn+r)

E(Xn)
, (2.33)

for all positive integers n and r. It is to be noted that the relation

µn =
E(Xn+1)

(n+ 1) E(Xn)
(2.34)

given in the Remark 3.1 of Mukherjee and Chatterjee (1992) and Corollary 2.1 of

Nanda et al. (1996b) is a special case of (2.33). Gupta (1979) showed that the
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hazard rate h1(x) of X1 characterizes the distribution of X through

S(x) =
h1(x)

h1(0)
exp

[
−
∫ x

0

h1(u) du

]
,

and that h1(x) is the reciprocal of the mean residual life of X. That is

h1(x) =
1

m(x)
. (2.35)

Nanda et al. (1996b) showed that

µ µ1 µ2 · · ·µn =
E(Xn+1)

(n+ 1)!
, n = 0, 1, 2, . . . . (2.36)

Stein and Dattero (1999) extended (2.34) for the residual lives through

mn(x) =
E[(X − x)n+1|X > x]

(n+ 1) E[(X − x)n|X > x]
, (2.37)

where mn(x) is the mean residual life of Xn. They also showed that the hazard rate

of Xn is the reciprocal of mn−1(x)

hn(x) =
1

mn−1(x)
. (2.38)

Navarro and Hernandez (2004) showed that

ηn(x) = hn−1(x), (2.39)

where ηn(x) is the Glaser’s η function of Xn, defined as

ηn(x) =
−f ′n(x)

fn(x)
,

= − d

dx
log fn(x). (2.40)
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Gupta (2007) showed that the stop loss moments of X characterizes the distribution

of Xn through the relation

Sn(x) =
E[(X − x)n+]

E(Xn)
,

where

E[(X − x)n+] =

∫ ∞
x

(u− x)n f(u) du

is the n-th stop loss moment and (x)+ = max{x, 0}. Nair and Sankaran (2010)

defined the mean, of the conditional residual life distribution, given the survival of a

component or system after age x with asymptotic survival function as t→∞,

P (Vt > y|Ut > x) =

∫ ∞
x+y

S(u)du∫ ∞
x

S(u)du

,

as renewal mean residual life (RMRL),

e(x) = E(V |U > x),

=
E[(X − x)2|X > x]

2 m(x)
.

They further established that e(x) characterizes the distribution of X through

S(x) =
E(X2) (1 + e′(x))

2 e2(x)
exp

[
−
∫ x

0

1

e(u)
du

]
.

It is clear from the identity (2.37) that

e(x) = m1(x) =
1

h2(x)
,

from which we can say that h2(x) also characterizes the distribution of X.
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2.6 Characterizations involving equilibrium distri-

butions

Several characterizations by way of interrelationships between properties of the orig-

inal and its equilibrium versions have been proposed in literature. In this connection

Gupta (1979) has proved the following results.

(i) The survival distribution is exponential if and only if its equilibrium distribution

is also exponential with the same parameter. Consequently

h1(x) = h(x),

for all x > 0.

(ii) If X has increasing hazard rate and E(X1) = E(X), then X is exponential and

conversely.

(iii) Let the distribution of X belongs to the one parameter exponential family with

density function

f(x; θ) = c(θ) h(x) eθx, γ < θ < δ.

If E(X1) = E(X) for all θ in some interval I, then X has exponential distribu-

tion for all 0 < γ < θ < δ.

Nair (1989) strengthened some of the above results, by virtue of the identities

connecting the reliability characteristics of X and X1 in the form

h(x) = h1(x)− h′1(x)

h(x)
(2.41)

and

m(x) =
m1(x)

1 +m′1(x)
.

The main results therein are the following: The mean residual life of X is linear if

and only if the mean residual of X1 is linear. This result gives an extension of the

characterization (i) of Gupta (1979) noted above. We have that X is exponential
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with density function

f(x) = λe−λx, x > 0 (2.42)

or Pareto II (α, a) with

f(x) = aαa(x+ α)−(a+1), x > 0 (2.43)

or rescaled beta (c, R) with

f(x) =
c

R

(
1− x

R

)c−1

, 0 ≤ x ≤ R (2.44)

if and only if X1 is exponential (λ) or Pareto II (α, a− 1) or rescaled beta (c+ 1, R))

.

Jain et al. (1989) characterizes the distribution (2.42) through (2.44) by the

relationship between the survival functions of X and X1. Their result is

S1(x)

S(x)
= 1 + cx,

for all x > 0, where c > −µ−1 is a constant if only if X has a Pareto, exponential or

power distribution according as c > 0, c = 0 or −µ−1 < c < 0.

In the context of weighted distributions in stochastic modelling Gupta and Kir-

mani (1990) proved that each of the conditions

(i) h1(x) = d h(x)

(ii) m1(x) = 1
d
m(x), d > 0

is necessary and sufficient for X to be Pareto II (0 < d < 1), exponential (d = 0)

and rescaled beta (d > 1) in case (i) and X1 to be Pareto II (0 < d < 1), exponential

(d = 0) and rescaled beta (d > 1) in case (ii) respectively. Further if X is NBUE and

E(X1) = E(X), then X has exponential distribution and conversely.

Huang and Lin (1995) extended the characterization result involving exponential

distribution of Gupta (1976) and Nair (1989) to the equilibrium distribution of order

n as follows.



2.6. Characterizations involving equilibrium distributions 33

Theorem 2.6.1. If X has finite moments of all orders and if for some r ≥ 1,

E(Xr
n) = E(Xr), n = 1, 2, 3, . . . then X is exponential.

Another interesting result from their work is that if S(x) and T (x) are survival

functions of X and Y , their equilibrium distributions are equal if and only if

1− S(x) = c (1− T (x)), c > 0.

Sen and Khattree (1996) showed that the distribution (2.23) coincides with that

of (2.24) if and only if X degenerates at 0 and that L = X + X1 if and only if X

is exponential, where L is the random variable corresponding to the length biased

distribution, (2.24). Chatterjee and Mukherjee (2000) extended the result given by

Gupta and Kirmani (1990) involving the mean residual life as, mn(x) = mn−1(x) if

and only if X is exponential.

There are many similar results for discrete equilibrium distributions. The char-

acterization theorems were pioneered by Gupta (1979) who provided basic identities

that were used in the subsequent researches. Some of the main findings of Gupta

(1984) are

1. h1(x) = h2(x) for all x = 0, 1, 2, . . . if and only if X is geometric.

2. If X1 is IFR and E(X1) = E(X), then X is geometric and conversely.

3. When X has modified power series distribution

P (X = x) =
a(x) (g(θ))x

f(θ)
, x ∈ T,

where T is a subset of non-negative integers, a(x) > 0, g(θ) and f(θ) are positive

finite and differentiable, then the geometric distribution is the only one having

m1(x) = µ for all θ in some non-degenerate interval I.

Nair and Hitha (1989) derived a characterization of certain distributions in terms

of (2.29) as shown in the following theorems
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Theorem 2.6.2. A necessary and sufficient condition for X to be G(p) (W (a, b);

NH(k,m)) is that X1 is G(p) (W (a, b+ 1); NH(k + 1,m− 1)), where G(p) is the

geometric distribution with pmf.,

fG(x) = p (1− p)x, x = 0, 1, 2, . . . , (2.45)

W (a, b) is the Waring distribution with pmf.,

fW (x) = (a− b) (b)x
(a)x+1

, x = 0, 1, 2 . . . ; a > b, a, b ∈ N , (2.46)

where (b)x = b(b+ 1) . . . (b+ x− 1) is the Pochhammer symbol and NH(k,m) is the

negative hyper-geometric distribution with pmf.,

fN(x) =

(−1
x

)( −k
m−k

)(−1−k
m

) , x = 0, 1, 2, . . . , k > 0. (2.47)

Theorem 2.6.3. The relationship h(x) = C1h1(x) or m(x) = C2m1(x) hold for all

x, if and only if X is geometric for C1 = 1 (C2 = 1), Waring for C1 > 1 (C2 < 1)

and negative hyper-geometric for C1 < 1 (C2 > 1).

Theorem 2.6.4. A mean residual life function of the form m(x) = Ax + b charac-

terizes the distributions (2.45), (2.46) and (2.47)

The above findings identified the discrete models that possess linear mean residual

life as the exponential, Pareto II and rescaled beta in the continuous case. They also

obtained identities that connect reliability functions of X and X1. These are

m(x+ 1) =
m1(x+ 1)

1 +m1(x+ 1)−m1(x)

and

h(x) = 1 + h1(x)

[
1− 1

h1(x− 1)

]
, x ≥ 1.

Sen and Khattree (1996) pointed out some differences between the discrete and con-

tinuous cases in proving certain analogous results. They considered the weighted

distribution

P (L∗ = x) =
(x+ 1) f(x)

µ+ 1
,
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instead of the usual length biased model to show that L∗ is identically distributed as

X +X1 if and only if X is geometric and X1 is independent of X.

Willmot et al. (2005) discussed the properties of higher order discrete equilibrium

distributions from the context of reliability as well as analytic representation for the

stop-loss premium or interest in connection with insurance claims modelling. They

obtained discrete equilibrium model for the geometric, the Poisson, mixed Poisson,

Pascal and the phase-type distributions. A closed form analytic expression for the

kth order discrete equilibrium distribution was also obtained as

Sk(x) =

[
(−1)x

x∑
i=0

(
k + j − 1

j

)
f(x− j) +

k−1∑
m=0

(−1)m
(
m+ n

n

)
E

[(
X

k − 1−m

)]]
E
[(
X
k

)] ,

x = 0, 1, 2, . . . , k = 1, 2, 3, . . . provided that E [X(X − 1) · · · (X − k + 1)] < ∞.

Alternatively,

Sk(x) =
k

E [X(k)]

∞∑
m=x+k

(m− x− 1)(k−1)f(m),

where a(k) = a(a − 1) · · · (a − k + 1). More properties of the distribution will be

discussed in Chapter 4.

2.7 Ageing classes involving equilibrium distribu-

tions

There are two different applications of equilibrium distributions in studying ageing

properties. The first is to interpret the traditional concepts of ageing in terms of

properties of equilibrium distributions. These interpretations often act as tools in

providing various properties of ageing classes. Secondly, we have some new ageing

classes based on comparison between the reliability concepts of the baseline and equi-

librium distributions. In the present section we review some important developments

in this connection.

Gupta (1979) proved that the IFR (DFR) property is preserved under the forma-
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tion of equilibrium distribution and also that the converse is not true. Deshpande et

al. (1986) argued that stochastic comparison between X1 and X are meaningful from

the point of view of ageing on the premise that the life distribution of the unit, which

ages more rapidly, will come off worse in such a comparison. They have established

some correspondence between the characteristics of X with those of X1 as shown

below.

Theorem 2.7.1. 1. X is DMRL ⇐⇒ X1 is IFR,

2. X is DMRLHA ⇐⇒ X1 is IFRA,

3. X is NBUE ⇐⇒ X1 is NBUFR,

4. X is HNBUE ⇐⇒ X1 is NBUFRA ⇐⇒ XE ≥st X1, where XE has the expo-

nential distribution with the same mean as X,

5. X is NBUE ⇔ h1(x) ≥ h1(0),

6. DMRL⇒DMRLHA ⇒NBUE and

7. X is HNBUE ⇔ 1
x

∫ x

0

h1(t) dt ≥ h1(0).

Gupta et al. (1987) proved that X is DVRL (IVRL) ⇐⇒ X1 is DMRL (IMRL).

Gupta and Kirmani (1990) showed that this is again equivalent to X1 ≤mrl (≥mrl)X.

They also deduced that X1 ≤st (≥st)X ⇐⇒ X is NBUE (NWUE) and X1 ≤hr
(≥hr)X ⇐⇒ X is DMRL (IMRL). Fagiuoli and Pellerey (1993) extended the ageing

notions to higher order equilibrium models. They defined (n + 1) − ∗ ageing classes

of X which in fact is ∗ ageing classes of Xn, where ∗ denotes any of the ageing

classes. It should be noted that 1− ∗ is the same as ∗. Fagiuoli and Pellerey (1993)

also established the following results comparing the random variables Xn and Xn,t =

(Xn − t|Xn > t).

Theorem 2.7.2. For all t ≥ 0

1. Xn ≥hr Xn,t ⇔ Xn is IFR,

2. Xn ≥st Xn,t ⇔ Xn is NBU,

3. Xn ≥icv Xn,t ⇔ Xn is NBUCV,
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4. Xn ≥icx Xn,t ⇔ Xn is NBUCX.

Theorem 2.7.3. 1. Xn is NBUCV =⇒ Xn+1 is NBUFR and

2. Xn+1 is NBU =⇒ Xn NBUCX =⇒ Xn+1 is NBUFR.

Abouammoh et al. (2000) put forward some new ageing classes derived from

renewal theory, which are stated below:

Definition 2.7.1. 1. X is said to have new renewal better (worse) than used par-

ent (NRBU / NRWU) property if and only if (X − x|X > x) ≤st (≥st)X1.

2. X is called new renewal better (worse) than used parent in expectation (NRBUE

/ NRWUE) if and only if E(X − x|X > x) ≤ (≥)E(X1).

3. X is called harmonic new renewal better (worse) than used parent in expectation

(HNRBUE / HNRWUE) if and only if X1 ≤st (≥st)XE, where XE is and

exponential random variable with mean µ1.

Abouammoh et al. (2000) further specified that NRBU =⇒ NRBUE =⇒ HNR-

BUE. Hu et al. (2001) showed that X is IFR ⇔ X1 ≤lr X. They also extended the

above relations to higher orders. Much of the applications of the above three concepts

become limited in the light of the findings of Bon and Illayk (2002) that, if the first

two moments of X are finite then the life distributions possessing these properties

are gathered in the exponential class. Abouammoh and Qamber (2003) studied an

ageing class defined as follows:

Definition 2.7.2. X is said to be new better (worse) than renewal used (NBRU /

NWRU) if and only if

1

S(x)

∫ ∞
t

S(u+ x) du ≤ (≥)

∫ ∞
t

S(u) du,

for every t, x ≥ 0. This is equivalent to (X1−x|X1 > x) ≤st (≥st)X and (X−x|X >

x) ≤icx (≥icx)X or ∫ ∞
t+x

S(u) du ≤ S(x)

∫ ∞
t

S(u) du.

We can see from the definition that NBRU is the same as NBUCX.



Chapter 3

On Some Properties of Equilibrium

Distributions of Order n

3.1 Introduction

The present chapter is an attempt to supplement the existing literature with ad-

ditional results that relate the original and nth order equilibrium distributions and

facilitate characterizations of certain life distributions. There have been very few

attempts in this direction other than those for first order equilibrium distributions.

Various reliability characteristics worked out for S(x) and Sn(x) are linked by certain

identities that facilitate comparison of the two distributions by properties useful in

reliability modeling. Recall that if X is a non-negative and absolutely continuous

random variable with survival function S(x) satisfying E(Xn) < ∞, the nth order

equilibrium distribution of X is defined by

Sn(x) =
1

µn−1

∫ ∞
x

Sn−1(u) du, (3.1)

where

µn =

∫ ∞
0

Sn(u) du,

38
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with µ0 = µ = E(X) and S0(x) = S(x). The usual equilibrium distribution is

S1(x) and Sn+1(x) is the residual lifetime in the equilibrium renewal process with

components having lifetime distribution Sn(x).

3.2 Basic results

Let X be a non-negative random variable representing the lifetime of a component

or device with absolute continuous survival function S(x) and density function f(x).

First we obtain a direct relationship between S(x) and Sn(x) defined in (3.1). Inte-

grating by parts on the right side of

S1(x) =
1

µ

∫ ∞
x

S(u)du,

we get

S1(x) =
1

µ

[
−xS(x) +

∫ ∞
x

uf(u)du

]
,

=
1

µ

∫ ∞
x

(u− x) f(u) du.

Again integrating by parts on the right side of the equation for S2(x), obtained from

(3.1), we get

S2(x) =
1

µ1

∫ ∞
x

S1(u) du,

=
1

µ1

[
−xS1(x) +

∫ ∞
x

uf1(u) du

]
,

=
1

µµ1

[
−x
∫ ∞
x

S(u) du+

∫ ∞
x

uS(u) du

]
,

=
1

µµ1

∫ ∞
x

(u− x) S(u) du,

=
1

2! µµ1

∫ ∞
x

(u− x)2f(u) du.
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Hence by induction,

Sn(x) =
1

n! µµ1µ2 · · ·µn−1

∫ ∞
x

(u− x)nf(u) du.

Further, assume that E(Xn) <∞. Then incorporating (2.36) in the above identity,

Sn(x) =
1

E (Xn)

∫ ∞
x

(u− x)nf(u) du ,

=
E[(X − x)n|X > x]

E(Xn)
S(x) ,

=
rn(x)

rn(0)
S(x), (3.2)

where rn(x) = E[(X − x)n|X > x], the nth moment of the residual life of X. We

note that expression (3.2) is equivalent to expression (3.7) in Gupta (2007) but with

a different method of derivation. Let

hn(x) =
−d logSn(x)

dx

and

mn(x) =
1

Sn(x)

∫ ∞
x

Sn(u) du

be respectively the failure rate function and the mean residual life function of Sn(x).

Using the general relationship between failure rate and mean residual life given in

(2.8)

hn(x) =
1 +m′n(x)

mn(x)
, (3.3)

where prime denotes differentiation. From (2.38) we have the recurrence relation con-

necting the mean residual lives of the nth and (n−1)th order equilibrium distributions

mn−1(x) =
mn(x)

1 +m′n(x)
. (3.4)

From (2.38) and (3.3),

hn−1(x) = hn(x)− h′n(x)

hn(x)
(3.5)
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and

hn(x) = hn−1(x) +
d log hn(x)

dx
. (3.6)

Stein and Dattero (1999) considered the Bondesson’s functions

mn(x) =
E ((X − x)n|X > x)

nE ((X − x)n−1|X > x)
,

=
E
(
(X − x)n+

)
nE
(
(X − x)n−1

+

) ,
for integers n ≥ 1 and all x such that S(x) < 1 and (X − x)+ = max(X − x, 0) and

a new sequence

S(n)(x) =

∫ ∞
x

S(n−1)(u) du

with S(1)(x) = S(x). They obtained the identities

E
(
(X − x)n+

)
= n! S(n+1)(x),

= n! Sn+1(x) µ1µ2 · · ·µn.

From the definition (3.1),

Sn+1(x) =
1

µn

∫ ∞
x

Sn(u) du,

=
Sn(x) mn(x)

µn
.

This gives

mn(x) =
Sn+1(x)µn
Sn(x)

,

=
rn(x)

n rn−1(x)
, (3.7)

by virtue of the above relationships.

Further, the moment relation of Nanda et al. (1996b), given in (2.36), is a special

case of the Stein - Dattero identity (3.7) as x tends to zero.

We now give a new interpretation to mn(x). Assume that we have a set of compo-
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nents with lifetimes L1, L2, . . . which are independent and identically distributed with

distribution function F (x) and finite mean µ. If the first component is replaced upon

failure by a second component and so on, L1 + L2 + · · · + Ln constitutes a renewal

process. Denoting by Uτ and Vτ the age and residual life of the component in use at

time τ , the asymptotic distribution of Uτ or Vτ is called the equilibrium distribution

corresponding to F (x). The joint distribution of age, Uτ and remaining life, Vτ in the

equilibrium renewal process is specified by the survival function

P (Uτ > u, Vτ > v) =
1

µ

∫ ∞
u+v

S(t) dt , u, v > 0.

Accordingly the conditional distribution of Vτ given Uτ > u has survival function

P (Vτ > v|Uτ > u) =

∫ ∞
u+v

S(t) dt∫ ∞
u

S(t) dt

,

=

∫ ∞
v

S(t+ u) dt∫ ∞
u

S(t) dt

with the density function,

S(v + u)

[∫ ∞
u

S(t) dt

]−1

, v > 0

and hence the nth moment of the conditional distribution,

en(u) = E (V n
τ |Uτ > u) ,

=

[∫ ∞
u

S(t) dt

]−1 ∫ ∞
0

tn S(t+ u) dt ,

=

[∫ ∞
u

S(t) dt

]−1 ∫ ∞
u

(t− u)nS(t) dt ,

=

[
(n+ 1)

∫ ∞
u

S(t) dt

]−1 ∫ ∞
u

(t− u)n+1f(t) dt ,

=
E[(X − u)n+1|X > u]

(n+ 1)E[(X − u)|X > u]
,
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=
rn+1(u)

(n+ 1) r1(u)
. (3.8)

Thus mn(x) and en(x) are connected by

mn(x) =
rn(x)

n rn−1(x)
=

en−1(x)

(n− 1) en−2(x)
. (3.9)

The quantities r1(x), mn(x) and e1(x) = e(x), represent mean residual life functions

respectively of the original distribution, the nth order equilibrium distribution and

the residual life distribution of the equilibrium renewal process (RMRL). A weighted

distribution argument can throw light on the differences between the three functions.

While r1(x) is the mean residual life function of X, e1(x) is the corresponding quantity

for the weighted density

fw(x) =
w(x) f(x)

E(w(X))
,

with w(x) = [h(x)]−1. The density function of the nth order equilibrium distribution

is

fn(x) =
Sn−1(x)

µn−1

,

which is the weighted form of fn−1(x) with wn−1(x) = [hn−1(x)]−1 as the weight, and

hence

fn(x) =
fn−1(x)

hn−1(x) µn−1

or

hn−1(x) =
fn−1(x)

µn−1 fn(x)
. (3.10)

The impact of weighting the characteristics of the original distribution is seen from

equations (3.7) through (3.10). Further, the failure rates of equilibrium distributions

are easily computed from the density fn(x). Failure rates of lower orders are found

from (3.5) and mean residual life functions from (2.38).
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3.3 Characterizations of certain distributions

First we look at the characterizations of the generalized Pareto distribution (GPD)

with survival function (Johnson et al. (1994, p. 614))

S(x) =
(

1 +
ax

b

)−(1+ 1
a)
, x > 0; a > −1, b > 0, (3.11)

with mean

µ =

∫ ∞
0

(
1 +

au

b

)−(1+ 1
a)
du,

= b,

in terms of the relationships between the reliability functions, failure rate functions

and mean residual life functions of the original distribution (3.11) and its nth order

equilibrium distribution. The importance of (3.11) is that it contains the exponential

distribution with mean b as a tends to zero. Further setting a = (β−1)−1 and b = aα,

we get the Pareto II (Lomax) distribution

S(x) = αβ (x+ α)−β, x > 0; α > 0, β > 0 (3.12)

with linearly decreasing (increasing) failure rate (mean residual life), while, a = −(1+

d)−1 and b = R (1 + d)−1 give the re-scaled beta model with

S(x) =
(

1− x

R

)d
, 0 < x < R, d,R > 0, (3.13)

which has a linearly increasing (decreasing) failure rate (mean residual life). The

following theorem extends the results (15), (16) and (17) of Gupta and Kirmani

(1990) to the nth order equilibrium distributions.

Theorem 3.3.1. A non-negative random variable X with absolutely continuous sur-

vival function S(x) and E(Xn) <∞ for n = 1, 2, . . . is distributed as GPD in (3.11)

if and only if one of the following properties hold for all x > 0 and two consecutive

values of n = i, i+ 1

(i) Sn(x) = (1 + cx)nS(x), for some real c ,
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(ii) mn(x) = Cn m(x),

(iii) hn(x) = Kn h(x),

(iv) rn(x) = An r
n
1 (x) ,

where Cn, Kn and An are positive constants.

Proof. (i): Assume that X has GPD (3.11). The survival function of Xn is obtained

from (3.2) as

Sn(x) =
(

1 +
a

b
x
)− 1

a
+n−1

,

=
(

1 +
a

b
x
)n
S(x). (3.14)

Conversely, the condition in (i) means that

Sn(x)

Sn−1(x)
= 1 + cx (3.15)

or from (3.1), ∫ ∞
x

Sn−1(u) du = (1 + cx) µn−1Sn−1(x) .

Differentiating with respect to x,

−Sn−1(x) = µn−1

[
cSn−1(x) + (1 + cx)S ′n−1(x)

]
,

and re-arranging terms we get,

S ′n−1(x)

Sn−1(x)
=
−(1 + cµn−1)

(1 + cx) µn−1

,

where prime denotes the differentiation. Integrating with respect to x,

Sn−1(x) = K (1 + cx)
−1− 1

cµn−1 . (3.16)

As x → 0, K = 1, showing that Sn−1 is GPD with mean µn−1. This completes the

proof for (i).
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(ii): For the distribution (3.11),

m(x) =
1

S(x)

∫ ∞
x

S(u) du,

= ax+ b

and

mn(x) =
1

Sn(x)

∫ ∞
x

Sn(u) du,

=
[
1 +

a

b
x
] 1
a
−n+1

∫ ∞
x

(
1 +

a

b
u
)− 1

a
+n−1

du, − 1 < a <
1

n
,

=
b+ ax

1− na
,

= Cn m(x), (3.17)

from which the result in (ii) follows with Cn = [1−na]−1 (> 0). Conversely assuming

the given condition we have from (3.4),

mn−1(x) =
mn(x)

1 +m′n(x)

and

Cn−1m(x) =
Cn m(x)

1 + Cn m′(x)
,

m′(x) = a constant,

which on integration,

m(x) = ax+ b,

for some constants a and b, which characterizes the GPD (3.11).

(iii): Once again, for the distribution (3.11),

hn(x) =
fn(x)

Sn(x)
,

=
Sn−1(x)

mn−1(0) Sn(x)
, by (3.1),

=
1− (n− 1)a

b

(
1 + a

b
x
)n−1

S(x)(
1 + a

b
x
)n
S(x)

,
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=
1− (n− 1)a

b+ ax
,

= Kn h(x),

from which (iii) follows with Kn = 1− (n−1)a. Conversely assuming (iii), from (3.6)

we get
d

dx
log hn(x) = hn−1(x)− hn(x),

d

dx
log h(x) = (Kn−1 −Kn)h(x),

1

h(x)

d

dx
log h(x) = a constant,

which on integration,
1

h(x)
= ax+ b,

for a = Kn−1−Kn and some constant b > 0. By using the identity (2.3) this leads to

S(x) = exp

[
−
∫ x

0

h(u) du

]
,

= exp

[
−
∫ x

0

1

au+ b
du

]
,

=
(

1 +
a

b
x
)−1

a
,

which is of the form (3.11) and hence S(x) is GPD.

(iv): Finally, for the distribution (3.11), the identity (3.9) becomes

rn(x) = nrn−1(x) mn(x),

= n Cn r1(x)rn−1(x), by result (ii),

= n! CnCn−1 · · ·C2r
n
1 (x),

= An r
n
1 (x),

where An = n! CnCn−1 · · ·C2 > 0 and hence the result (iv) follows. Conversely
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assuming rn(x) = Anr
n
1 (x) and the identity (3.9) that

mn(x) =
rn(x)

nrn−1(x)
,

=
Anr

n
1 (x)

nAn−1r
n−1
1 (x)

,

=
An

nAn−1

r1(x),

= Bn m(x),

satisfying the condition for the result (ii) with Bn = An(nAn−1)−1. Hence S(x) is

GPD. �

Remark 3.3.1. (a) In the exponential case Sn(x) and S(x) are identical. Hence all

the reliability characteristics of the exponential distribution remains unaltered

for the nth order equilibrium distribution.

(b) All the three distributions, exponential, Pareto II and beta keep the same form

for Sn(x), with failure rate (mean residual life) gradually decreasing (increasing)

for Pareto II with increasing n. The beta model exhibits the opposite behaviour.

Remark 3.3.2. It is clear from (3.17) that m(x) ≤ m1(x) ≤ m2(x) ≤ . . . ≤ mn(x)

for the GPD with a ∈ (−1, 1/n). By virtue of (2.38), it is also clear that h(x) ≥
h1(x) ≥ h2(x) ≥ . . . .

Lemma 3.3.1. The distribution of X is a generalized mixture of exponentials specified

by

S(x) = αe−λ1x + (1− α)e−λ2x, x > 0; α ≥ 0, 0 < λ1 < λ2, (3.18)

if and only if Sn(x) for n = 1, 2, 3, . . . is also a generalized mixture of exponential

distributions, with different mixing constants.

Proof. Suppose X has the survival function (3.18), then the survival function of
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X1 is

S1(x) =

∫ ∞
x

S(u) du∫ ∞
0

S(u) du

,

=
α
λ1
e−λ1x + 1−α

λ2
e−λ2x

α
λ1

+ 1−α
λ2

,

= θ1e
−λ1x + (1− θ1)e−λ2x,

where

θ1 =
α
λ1

α
λ1

+ 1−α
λ2

.

The survival function of X2 is

S2(x) =

∫ ∞
x

S1(u) du∫ ∞
0

S1(u) du

,

=
1

α
λ21

+ 1−α
λ22

[
α

λ2
1

e−λ1x +
1− α
λ2

2

e−λ2x
]

and in general,

Sn(x) =
1

α
λn1

+ 1−α
λn2

[
α

λn1
e−λ1x +

1− α
λn2

e−λ2x
]
, (3.19)

is again a mixture of exponential distributions of the form

Sn(x) = θne
−λ1x + (1− θn)e−λ2x

with

θn =

α
λn1

α
λn1

+ 1−α
λn2

.

Conversely, assume that Sn is a mixture of exponential distributions of the form

(3.18). Then by successive applications of Definition 2.4.1 on Sn(x) for differentiation

of order one we get

S(x) =
αλn+1

1 e−λ1x + (1− α)λn+1
2 e−λ2x

αλn+1
1 + (1− α)λn+1

2

,
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which is again a mixture of exponential distributions. Hence the lemma is proved. �

The following theorem now follows from the Remark 2.3 of Navarro and Ruiz

(2004) for the case n = 1 and from the Lemma 3.3.1.

Theorem 3.3.2. A non-negative random variable X with absolutely continuous sur-

vival function S(x) with E(Xn) <∞ satisfies the relationship

mn(x) = θ1 + θ2 − θ1θ2 hn(x) , (3.20)

for all x ≥ 0 and each n = 1, 2, . . . if and only if X has the generalized mixture of

exponential distributions (3.18), where θi = λ−1
i , i = 1, 2.

Proof. To prove the ’if’ part, we note in the case of (3.19),

mn(x) =
1

Sn(x)

∫ ∞
x

Sn(u) du,

=
αλ−n−1

1 e−λ1x + (1− α)λ−n−1
2 e−λ2x

αλ−n1 e−λ1x + (1− α)λ−n2 e−λ2x
,

hn(x) =
1

mn−1(x)
,

=
αλ1−n

1 e−λ1x + (1− α)λ1−n
2 e−λ2x

αλ−n1 e−λ1x + (1− α)λ−n2 e−λ2x

and

θi =
1

λi
, i = 1, 2

verify the identity,

θ1 + θ2 − θ1θ2hn(x) = θ1 + θ2 − θ1θ2
αθn1 θ2e

−x
θ1 + (1− α)θ1θ

n
2 e

−x
θ2

αθn1 e
−x
θ1 + (1− α)θn2 e

−x
θ2 θ1θ2

,

= mn(x).
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In establishing the only if part, we write (3.20) as∫ ∞
x

Sn(u) du = (θ1 + θ2) Sn(x) + θ1θ2
dSn(x)

dx
. (3.21)

Setting
∫∞
x
Sn(u) du = y, (3.21) becomes second order differential equation with

constant coefficients

θ1θ2
d2y

dx2
+ (θ1 + θ2)

dy

dx
+ y = 0.

The corresponding auxiliary equation is

θ1θ2m
2 + (θ1 + θ2) m+ 1 = 0,

which has roots −θ−1
1 and −θ−1

2 and hence the solution of (3.21) is of the form

Sn(x) =
An
θ1

e
−x
θ1 +

Bn

θ2

e
−x
θ2 .

This gives

S(x) =
A0

θ1

e
−x
θ1 +

B0

θ2

e
−x
θ2 .

As x tends to zero,
A0

θ1

+
B0

θ2

= 1,

so that by taking θ−1
1 A0 = α,

S(x) = αe
−x
θ1 + (1− α)e

−x
θ2 ,

a mixture of exponential with means θ1 and θ2 for the components . This completes

the proof. �

Remark 3.3.3. Nassar and Mahmood (1985) have proved that, X is distributed as

a mixture of exponentials of the form (3.18) with means λi and 0 < α < 1, if and

only if

m(x) = λ1 + λ2 − λ1λ2h(x).
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This result was generalized in Abraham and Nair (2001) with the identity

m(x) = (1− ax) (λ1 + λ2 + aλ1λ2)− λ1λ2 (1 + ax)2h(x)

characterizing the mixture of exponential (a = 0), Pareto (a > 0) and rescaled beta

(a < 0). Navarro and Ruiz (2004) modified the exponential case for general mixtures

in which case α can also be negative.

Our next theorem is to characterize the generalized Pareto law using a specific

relationship between en(x) and the mean residual life of X.

Theorem 3.3.3. The distribution of X is GPD if for three consecutive integers

n− 2, n− 1, n and all x > 0

en(x) = Cn r
n
1 (x) (3.22)

where Cn is some constant, independent of X and conversely if (3.22) holds for three

consecutive values of n, then X has GPD.

Proof. First we assume that X follows generalized Pareto distribution. Then

rn(x) = E [(X − x)n|X > x] ,

=
(

1 +
a

b
x
)1+ 1

a a

b

∫ ∞
x

(u− x)n
(

1 +
a

b
u
)−(2+ 1

a
)

du ,

=
(

1 +
a

b
x
)1+ 1

a a

b

∫ ∞
0

un
(

1 +
a

b
(x+ u)

)−(2+ 1
a)
du ,

=

(
1 +

1

a

)(
1 +

a

b
x
)n( b

a

)n
B

(
n+ 1, 1 +

1

a
− n

)
,

= An r
n
1 (x),

since r1(x) = b+ ax. Hence from (3.8)

en(x) =
rn+1(x)

(n+ 1) r1(x)
,

=
An+1 r

n+1
1 (x)

(n+ 1) r1(x)
,
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= Cn r
n
1 (x) .

Conversely if (3.22) is true for n, n− 1 and n− 2, we use (3.9) to find

mn(x) = pn r1(x)

for some constant pn and therefore, by Theorem 3.3.1, X has the distribution stated

in (3.11). �

3.4 Characteristic function approach

There are distributions specified by characteristic functions which do not have closed

form expression for their distributions. In such cases, the computation of equilibrium

distributions and verification of their properties becomes difficult. Further, sometimes

it is easier to work with characteristic functions instead of distribution functions. We

therefore investigate the relationship between the characteristic function of the nth or-

der equilibrium distribution and the parent distribution. If φn(t) is the characteristic

function of Sn(x),

φn(t) =

∫ ∞
0

eitxfn(x) dx ,

= µ−1
n−1

∫ ∞
0

eitxSn−1(x) dx ,

=
φn−1(t)− 1

itµn−1

. (3.23)

Iterating for n,

φn(t) =
1

(it)nµµ1µ2 · · ·µn−1

[
φ(t)−

n−1∑
r=0

(it)rµµ1 · · ·µr

]
, t 6= 0, (3.24)



3.4. Characteristic function approach 54

where φ(t) is the characteristic function of X. Using the relationship (2.36) and the

notation αn = E(Xn) in (3.24),

φn(t) =
n!

(it)nαn

[
∞∑
r=0

(it)r

r!
αr −

n−1∑
r=0

(it)r

r!
αr

]
,

=
n!

(it)nαn

∞∑
r=n

(it)r

r!
αr ,

=
n!

αn

∞∑
r=0

(it)r
αn+r

(n+ r)!
. (3.25)

Let Xn denote the random variable corresponding to the nth order equilibrium dis-

tribution. Then the moments of Xn are related to the moments of X by

βr = E(Xr
n) =

n! r!

(n+ r)!

αn+r

αn
, r = 0, 1, 2, . . . . (3.26)

Specializing for r = 1 we get the results of Nanda et al. (1996b) relating the means

of Sn(x) and S(x). Further if we work in the same manner with the residual life

distribution of X, we have

E[(Xn − x)r|X > x] =
n! r!

(n+ r)!

E[(X − x)n+r|X > x]

E[(X − x)n|X > x]
, (3.27)

which is a generalization of the formula for mn(x) given by Stein and Dattero (1999)

stated in (3.7).

We now illustrate the use of characteristic function approach in the following

theorems. Consider the gamma distribution (G(θ, λ)) having the density function

f(x) =
λθ

Γ(θ)
e−λxxθ−1, x > 0; λ, θ > 0, (3.28)

with parameters (θ, λ). Special cases of (3.28) are characterized in the following

results.

Theorem 3.4.1. A necessary and sufficient condition that X follows G(2, 2/µ),

where 0 < µ = E(X), is that its equilibrium distribution of order n is a mixture of
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G(2, 2/µ) and G(1, 2/µ) and mixing constant

θn =
1

n+ 1

for n = 1, 2, 3, . . . and all x > 0.

Proof. First assume that X has G(2, 2/µ) distribution with density function

f(x) =
4

µ
x e−

2x
µ , x > 0

and characteristic function

φ(t) =

(
1− itµ

2

)−2

.

Then from (3.23),

φ1(t) =
1

itµ

[(
1− itµ

2

)−2

− 1

]
,

=
1

itµ

(
1− itµ

2

)−2
[
itµ−

(
itµ

2

)2
]
,

=

(
1− itµ

2

)−2 [
1

2
+

1

2

(
1− itµ

2

)]
,

=
1

2

[(
1− itµ

2

)−1

+

(
1− itµ

2

)−2
]
.

Now by induction using (3.23)

φn(t) =
n

n+ 1

(
1− itµ

2

)−1

+
1

n+ 1

(
1− itµ

2

)−2

(3.29)

which is the characteristic function of the mixture of distributions stated in the theo-

rem. This proves the necessary part. To prove the sufficiency, we note that whenever

Sn is the mixture of gamma distributions as stated in the theorem, (3.29) is true for

n = 1. From (3.24) we have

φ1(t) =
φ(t)− 1

itµ
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or

φ(t) = 1 + itµ φ1(t) ,

= 1 +
1

2
itµ

[(
1− itµ

2

)−1

+

(
1− itµ

2

)−2
]
,

= 1 +
itµ

2

(
1− itµ

2

)−2 [
1− itµ

2
+ 1

]
,

= 1 +

(
1− itµ

2

)−2
[
itµ−

(
itµ

2

)2
]
,

= 1 +

(
1− itµ

2

)−2
[

1−
(

1− itµ

2

)2
]
,

=

(
1− itµ

2

)−2

,

as required. �

A second application of the above result is in mutual characterizations of two

probability distributions. Let X and Xn be random variables considered above and

let Y be another random variable independent of X with characteristic function ψ(t).

Then we have the following theorem.

Theorem 3.4.2. Let Xn be identically distributed as X + Y for two independent

random variables X and Y , then X is exponential if and only if Y degenerates at

zero.

Proof. Assume Xn and X + Y have the same distribution, with X having expo-

nential distribution. Then with the above notations,

φn(t) = φ(t) ψ(t) . (3.30)

Since X is exponential with mean σ from (3.23)

φ(t) = φn(t) =
1

1− itσ
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and hence (3.30) gives ψ(t) ≡ 1 or Y degenerates at 0. Converse is obtained by

assuming ψ(t) = 1 and therefrom φn(t) = φ(t) so that (3.23) gives

φ(t) =
1

1− itσ
,

the characteristic function of the exponential distribution. �

Remark 3.4.1. The above Theorem extends some results for the case n = 1 studied

in Pakes (1996) and Pakes et al. (2003).

3.5 Characterizations of ageing classes

In this section, we deduce some results which give alternative definitions of certain

ageing classes in common use, in terms of stochastic orders of equilibrium distributions

and their residual life distributions. Most of the results, which discussed on baseline

distribution or lower order equilibrium distributions, hold for their higher orders as

well. Following theorem gives some interpretations of the IFR notion.

Theorem 3.5.1. X, IFR is equivalent to
f(x)

S(x+ t)
↑ x, for all t > 0.

Proof.

X, IFR ⇔ (X − u|X > u) ≤hr X, by Definition 2.2.11,

⇔ f(x+ u)

S(u)

S(u)

S(u+ x+ y)
≥ f(x)

S(x+ y)
,

for all x, y, t, u > 0, by Definition 2.2.3

⇔ f(x)

S(x+ y)
↑ x for all y > 0.

�

Remark 3.5.1. We can deduce similar interpretations for the DFR class by reversing

the inequalities.
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Shaked and Shanthikumar (2007, p.243) have established that

(X − x|X > x) ≤Lt (Y − x|Y > x)⇔

∫ ∞
x

e−s(u−x)S(u) du∫ ∞
x

e−s(u−x)T (u) du

↓ x,

for all s > 0. Following lemma is an extension of the result, which is used to prove

some equivalence relations involving Laplace transforms.

Lemma 3.5.1. Let X and Y be non negative continuous random variables with sur-

vival functions S(x) and T (x) respectively. Then for all x, y > 0, and s > 0,

(X − (x+ y)|X > (x+ y)) ≤Lt (Y − x|Y > x)⇔

∫ ∞
x+y

e−s(u−x−y)S(u) du∫ ∞
x

e−s(u−x)T (u) du

↓ x.

Proof. For all x, y > 0,

∫ ∞
x+y

e−s(u−x−y)S(u) du∫ ∞
x

e−s(u−x)T (u) du

↓ x

⇔

∫ ∞
x

e−s(u−x)S(u+ y) du∫ ∞
x

e−s(u−x)T (u) du

↓ x,

⇔ d

dx


∫ ∞
x

e−s(u−x)S(u+ y) du∫ ∞
x

e−s(u−x)T (u) du

 ≤ 0,

⇔− S(x+ y)

∫ ∞
x

e−s(u−x)T (u) du+ T (x)

∫ ∞
x

e−s(u−x)S(u+ y) du ≤ 0,

⇔ 1

S(x+ y)

∫ ∞
x

e−s(u−x)S(u+ y) du ≤ 1

T (x)

∫ ∞
x

e−s(u−x)T (u) du,
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⇔ 1

S(x+ y)

∫ ∞
0

e−suS(u+ x+ y) du ≤ 1

T (x)

∫ ∞
0

e−suT (u+ x) du,

⇔(X − (x+ y)|X > (x+ y)) ≤Lt (Y − x|Y > x), by Definition 2.2.2.

�

The following theorem discusses the equivalence conditions for DMRL notion.

Theorem 3.5.2. X, DMRL is equivalent to any of the following

1. h(x) m(x+ y) ≤ 1, x > 0, y ≥ 0,

2. 1
S(x)

∫ ∞
x+y

S(u) du ↓ x, for all y > 0,

3. (X1 − y|X1 > y) ≤hr (X − x|X > x), x ≤ y <∞,

4. (X1 − y|X1 > y) ≤st (X − x|X > x), x ≤ y <∞,

5. (X1 − y|X1 > y) ≤Lt (X − x|X > x), x ≤ y <∞,

6. (X1 − y|X1 > y) ≤Lt (X1 − x|X1 > x), x ≤ y <∞.

Proof. 1. Assume that

h(x) m(x+ y) ≤ 1, x > 0, y ≥ 0.

Using the general relationship between h(x) and m(x) given in (2.8), the above

condition is equivalent to[
1 +

d

dx
m(x)

]
m(x+ y)

m(x)
≤ 1.

The above inequality is true only when at least one of the terms of the product

on the left is less than or equal to 1. But when one term is less than one, the

other also satisfies the same condition so that X is DMRL. Conversely, if X is
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DMRL, then 1 +m′(x) ≤ 1,

m(x+ y)

m(x)
≤ 1

and hence h(x) m(x+ y) ≤ 1, for all x > 0 and y > 0.

2.

X, DMRL ⇔ (X − t|X > t) ≤mrl X, for all t > 0, by Definition 2.2.16,

⇔ S(t)

S(x+ t)

∫ ∞
x+y

S(u+ t)

S(t)
du ≤ 1

S(x)

∫ ∞
x+y

S(u) du,

by Definition 2.2.9,

⇔ 1

S(x+ t)

∫ ∞
x+y+t

S(u) du ≤ 1

S(x)

∫ ∞
x+y

S(u) du,

⇔ 1

S(x)

∫ ∞
x+y

S(u) du ↓ x, for all x, y > 0.

3. For all 0 < x ≤ y,

(X1 − y|X1 > y) ≤hr (X − x|X > x)

⇔h1(t+ y) ≥ h(t+ x), for all t > 0,

⇔h(t+ x) m(t+ y) ≤ 1, by using (2.38),

⇔X is DMRL, by result 1 of this theorem.

4. For all 0 < x ≤ y,

(X1 − y|X1 > y) ≤st (X − x|X > x)

⇔S1(t+ y)

S1(y)
≤ S(t+ x)

S(x)
,

⇔f1(t+ x)

S1(t+ y)
≥ f1(x)

S1(y)
, by (3.1),

⇔X1 is IFR by Theorem 3.5.1,

⇔X is DMRL.
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5.

X, is DMRL ⇒ (X1 − y|X1 > y) ≤st (X − x|X > x),

⇒ (X1 − y|X1 > y) ≤Lt (X − x|X > x).

Conversely for all y ≥ x > 0 and s > 0,

(X1 − y|X1 > y) ≤Lt (X − x|X > x)

⇔

∫ ∞
x+t

e−s(u−x−t)S1(u)du∫ ∞
x

e−s(u−x)S(u)du

↓ x, t = y − x,

by Lemma 3.5.1 and which on integration by parts,

⇔
S1(x+ t)− es(x+t)

∫ ∞
x+t

e−suf1(u)du

S(x)− esx
∫ ∞
x

e−suf(u)du

↓ x,

⇒S1(x+ t)

S(x)
↓ x, as s→∞,

⇒ f1(x)

S1(x+ t)
↑ x, by (3.1),

⇒X1, is IFR, by Theorem 3.5.1,

⇒X, is DMRL.

6.

X, DMRL ⇔ X1, IFR,

⇔ (X1 − y|X1 > y) ≤Lt (X1 − x|X1 > x), by Definition 2.2.11.

�

The behaviour of the IFR (DFR) classes of distributions in the case of equilibrium
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distribution of order n, is discussed in the following theorem. It is to be noted that

X, IFR⇒ X, IFR(2)⇒ X, DMRL (X1, IFR)⇒ X1 IFR(2)⇒ X1, DMRL . . . .

Theorem 3.5.3. If X is IFR (DFR) then

1. h(x) ≤ (≥)h1(x) ≤ (≥) h2(x) ≤ (≥) . . . and

2. m(x) ≥ (≤)m1(x) ≥ (≤)m2(x) ≥ (≤) . . . .

Proof. Suppose X is IFR, then h′n(x) ≥ 0 for all n and x > 0. Hence by (3.5), it

is clear that

h(x) ≤ h1(x) ≤ h2(x) ≤ . . . .

For proving the second relation, we note that X is IFR ⇒ X is DMRL and then

m′n(x) ≤ 0 for all n and x > 0. Thus the result follows from the identity (3.4). We

can prove the results for DFR by reversing the inequalities. �

The following theorem discusses behaviour of equilibrium distributions having

bath-tub shaped hazard rate. To prove the theorem, we use Theorem 4.2 of Lai and

Xie (2006), which states that if X is BT then m(x) is of UBT shape for h(0)µ > 1

and m(x) is decreasing for h(0)µ ≤ 1. It is also to be noted that mn(0) = µn for all

n = 1, 2, 3, . . ..

Theorem 3.5.4. Let h(x) be differentiable. Then any one of the following hold.

1. Xn is BT =⇒ Xn+1 is BT, if lim
x→0

m′n(x) = lim
x→0

hn(x) mn(x)− 1 > 0; moreover

if h′n+1(x0) = 0 for some x0 ≥ 0, then hn(x0) = hn+1(x0).

2. Xn is BT =⇒ Xn+1 is IFR, if lim
x→0

m′n(x) = lim
x→0

hn(x) mn(x)− 1 ≤ 0.

Proof. Let us assume that hn(0) mn(0) > 1.

Xn is BT ⇒ mn(x) =
1

hn+1(x)
is UBT,

⇒ Xn+1 is BT.
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Suppose x0 is a change point of hn+1(x) then h′n+1(x0) = 0. Thus, using the identity

(3.5), it is clear that hn(x0) = hn+1(x0). The second part is also clear from the

Theorem 4.2 of Lai and Xie (2006). �

Remark 3.5.2. Let h(x) be differentiable. Then it is also clear that

1. X is UBT =⇒ X1 is UBT, if lim
x→0

h(x) m(x) < 1.

2. X is UBT =⇒ X1 is DFR, if lim
x→0

h(x) m(x) ≥ 1.

Now consider the UBA notion given in the Definition 2.2.21. It is clear that

X, UBA⇔ (X − x|X > x) ≥st XE,

where XE has the exponential distribution with mean µE = lim
x→∞

m(x). The following

theorem discusses the relationship between the UBA and UBAE classes of equilibrium

distributions.

Theorem 3.5.5. Suppose 0 < mn−1(∞) <∞, then

Xn−1, UBAE (UWAE) =⇒ Xn, UBA (UWA).

Proof. From (2.3),

Sn(x+ t)

Sn(x)
= exp

[
−
∫ x+t

0

hn(u) du+

∫ x

0

hn(u)

]
,

= exp

[
−
∫ x+t

x

hn(u)du

]
,

= exp

[
−
∫ x+t

x

1

mn−1(u)
du

]
, by (2.38).

Form (2.9) we can see that lim
x→∞

m′n(x) = 0 and also from (3.4),

mn−1(x) =
mn(x)

1 +m′n(x)
,
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and

lim
x→∞

mn−1(x) = lim
x→∞

mn(x). (3.31)

Now, if Xn−1 is UBAE,

mn−1(x) ≥ mn−1(∞) ⇒
∫ x+t

x

1

mn−1(u)
du ≤

∫ x+t

x

1

mn−1(∞)
du,

⇒ exp

[
−
∫ x+t

x

1

mn−1(u)
du

]
≥ exp

[
−
∫ x+t

x

1

mn−1(∞)
du

]
⇒ Sn(x+ t)

Sn(x)
≥ exp

[
−t

mn−1(∞)

]
= exp

[
−t

mn(∞)

]
, by (3.31)

⇒ Xn is UBA.

�

Remark 3.5.3. If 0 < mn(∞) <∞, then for all n,

X, UBA⇒ X, UBAE ⇒ X1, UBA⇒ X1, UBAE ⇒ . . . .

In the following theorem, some characterizations of DVRL class are discussed

using the equilibrium distributions and residual lives.

Theorem 3.5.6. X, DVRL or X1, DMRL is equivalent to any of the following

1. (X1 − y|X1 > y) ≤mrl (X − x|X > x),

2. (X1 − y|X1 > y) ≤icx (X − x|X > x),

3. (X1 − y|X1 > y) ≤hmrl (X − x|X > x),

for all y ≥ x > 0.
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Proof. 1. For all y ≥ x > 0,

(X1 − y|X1 > y) ≤mrl (X − x|X > x)

⇔ m1(t+ y) ≤ m(t+ x),

⇔ h1(t+ x) m1(t+ y) ≤ 1, by (2.38),

⇔ X1 is DMRL, by result 1 of Theorem 3.5.2,

⇔ X is DVRL.

2. For all y ≥ x > 0,

(X1 − y|X1 > y) ≤icx (X − x|X > x)

⇔ (X1 − y|X1 > y) ≤mrl (X − x|X > x), by Definition 2.2.9,

⇔ X1 is DMRL,

⇔ X is DVRL.

3. For all y ≥ x > 0,

(X1 − y|X1 > y) ≤hmrl (X − x|X > x)

⇔ (X1 − y|X1 > y) ≤mrl (X − x|X > x), by Definition 2.2.9,

⇔ X1 is DMRL,

⇔ X is DVRL.

�

Theorem 3.5.7. X1, DVRL if and only if (X1 − y|X1 > y) ≤vrl (X − x|X > x), for

y ≥ x > 0.

Proof.

(X1 − y|X1 > y) ≤vrl (X − x|X > x)
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⇔
1

S1(y)

∫ ∞
t

∫ ∞
u

S1(v + y) dv du

1
S(x)

∫ ∞
t

∫ ∞
u

S(v + x) dv du

↓ t, by Definition 2.2.6,

⇔

∫ ∞
t

∫ ∞
u+y

S1(v) dv du∫ ∞
t

∫ ∞
u+x

S(v) dv du

↓ t,

⇔

∫ ∞
t

S2(u+ y) du∫ ∞
t

S1(u+ x) du

↓ t, by (3.1),

⇔ S3(t+ y) dt

S2(t+ x) dt
↓ t, by (3.1),

⇔ f3(t+ x)

S3(t+ y)
↑ t, , again by (3.1)

⇔ X3 is IFR, by result 1 of Theorem 3.5.2,

⇔ X1 is DVRL.

�

Now, let us consider the generalized increasing mean residual life (GIMRL) class

discussed in the Definition 2.2.28. It follows from the definition that for any x > 0,

X, GIMRL ⇔ 1

S(x+ t)

∫ ∞
t

S(u) du ↑ t,

⇔ S(t) m(t)

S(x+ t)
↑ t,

⇔ S(t)

S(x+ t) h1(t)
↑ t,

⇔ f1(t)

f1(x+ t)

S1(t)

f1(t)
↑ t,

⇔ S1(t)

f1(x+ t)
↑ t. (3.32)

It is also clear that GIMRL ⇒ IMRL as x → 0. The following theorem gives some

interpretations of GIMRL in terms of the residual lives of equilibrium distributions.
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Theorem 3.5.8. X, GIMRL is equivalent to any of the following for all y ≥ x > 0.

1. (X − y|X > y) ≤hr (X1 − x|X1 > x),

2. (X − y|X > y) ≤Lt (X1 − x|X1 > x),

3. (X1 − y|X1 > y) ≤lr (X2 − x|X2 > x).

Proof. 1. For all y ≥ x > 0,

(X − y|X > y) ≤hr (X1 − x|X1 > x)

⇔S1(t+ x)

S1(x)

S(y)

S(t+ y)
↑ t, by Definition 2.2.3,

⇔S1(t+ x)

S(t+ y)
↑ t,

⇔S1(t+ x)

f1(t+ y)
↑ t, by (3.1),

⇔X, GIMRL, by (3.32).

2. For all y ≥ x > 0,

X, GIMRL ⇒ (X − y|X > y) ≤hr (X1 − x|X1 > x),

⇒ (X − y|X > y) ≤Lt (X1 − x|X1 > x).

Conversely by the Lemma 3.5.1,

(X − y|X > y) ≤Lt (X1 − x|X1 > x)

⇔

∫ ∞
x+t

e−s(u−x−t)S(u) du∫ ∞
x

e−s(u−x)S1(u) du

↓ x, t = y − x,

which on integration by parts,

⇔
S(x+ t)−

∫ ∞
x+t

e−s(u−x−t)f(u) du

S1(x)−
∫ ∞
x

e−s(u−x)f1(u) du

↓ x,
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⇒ S(x+ t)

S1(x)
↓ x as s→∞,

⇒ f1(x+ t)

S1(x)
↓ x, for all t > 0,

⇒ X, GIMRL, by (3.32).

3. Finally, for all y ≥ x > 0,

(X1 − y|X1 > y) ≤lr (X2 − x|X2 > x)

⇔f1(t+ y)

f2(t+ x)
↓ t, by Definition 2.2.4,

⇔ f1(t+ y)

S1(t+ x)
↓ t, by (3.1),

⇔X, GIMRL, by (3.32).

�

The following theorem, as well as the above, characterizes the GIMRL of higher

order equilibrium distributions.

Theorem 3.5.9. Xn, GIMRL is equivalent to any of the following

1. (Xn−1 − y|Xn−1 > y) ≤mrl (Xn − x|Xn > x),

2. (Xn−2 − y|Xn−2 > y) ≤vrl (Xn−1 − x|Xn−1 > x),

for all y ≥ x > 0.
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Proof. 1. For all y ≥ x > 0,

(Xn−1 − y|Xn−1 > y) ≤mrl (Xn − x|Xn > x)

⇔
1

Sn−1(y)

∫ ∞
t

Sn−1(u+ y) du

1
Sn(x)

∫ ∞
t

Sn(u+ x) du

↓ t,

by Definition 2.2.9,

⇔

∫ ∞
t+y

fn(u) du∫ ∞
t+x

fn+1(u) du

↓ t, by (3.1),

⇔ Sn(t+ y)

Sn+1(t+ x)
↓ t, by (3.1),

⇔ fn+1(t+ y)

Sn+1(t+ x)
↓ t, again by (3.1),

⇔ Xn, is GIMRL, by (3.32).

2. Again for all y ≥ x > 0, by using the relation (3.1),

(Xn−2 − y|Xn−2 > y) ≤vrl (Xn−1 − x|Xn−1 > x)

⇔
1

Sn−2(y)

∫ ∞
t

∫ ∞
u

Sn−2(v + y) dv du

1
Sn−1(x)

∫ ∞
t

∫ ∞
u

Sn−1(v + x) dv du

↓ t,

by Definition 2.2.6,

⇔

∫ ∞
t

∫ ∞
u

fn−1(v + y) dv du∫ ∞
t

∫ ∞
u

fn(v + x) dv du

↓ t,

⇔

∫ ∞
t

Sn−1(u+ y) du∫ ∞
t

Sn(u+ x) du

↓ t,
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⇔

∫ ∞
t+y

fn(u) du∫ ∞
t+x

fn+1(u) du

↓ t,

⇔ Sn(t+ y)

Sn+1(t+ x)
↓ t,

⇔ fn+1(t+ y)

Sn+1(t+ x)
↓ t,

⇔ Xn, is GIMRL, by (3.32).

�



Chapter 4

Reliability Aspects of Discrete

Equilibrium Distributions

4.1 Introduction

Discrete equilibrium distribution has originated as the asymptotic distribution of the

residual waiting time for the first occurrence of an event in discrete renewal the-

ory (Feller (1957)). The study of discrete equilibrium models was initiated by Gupta

(1979), in which the properties of discrete equilibrium distribution in comparison with

the basic distribution and characterizations of the geometric distribution were stud-

ied. This work was extended by Nair and Hitha (1989) by deriving the relationship

between various reliability concepts in the original and equilibrium models that char-

acterizes certain discrete models. The study was then followed up by Hitha and Nair

(1989), Sen and Khattree (1996). Fagiuoli and Pellerey (1994) defined recursively the

higher order discrete versions of their previous work in the continuous case. A recent

contribution to the theory of discrete equilibrium distribution was made by Willmot

et al. (2005), who derived the relationship between the baseline distribution and its

kth order equilibrium version. They further discussed the equilibrium distributions

of compound distributions, their reliability properties, and application to insurance

claims modeling. A detailed discussion of some new properties of discrete equilibrium

models with an emphasis on their applications to reliability analysis is aimed at in

71
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the present chapter.

4.2 Distribution theory

Let X be a discrete random variable taking values in N = {0, 1, 2, . . . } or its subset,

with probability mass function f(x), survival function S(x) = P (X > x) and finite

mean µ. Also the failure rate of X is h(x) as in (2.14), mean residual life function

is m(x) as in (2.16), variance residual life function V (x) as in (2.19) and the rth

factorial stop-loss moment αr(x) as in (2.22). With the above background materials

we define equilibrium distributions and study their role in reliability.

Definition 4.2.1. Let E(Xn) < ∞. Then the equilibrium distribution of order n

of the random variable X is defined recursively for n = 1, 2, 3, . . . by the probability

mass function

fn(x) =
1

µn−1

Sn−1(x), x = 0, 1, 2, . . . , (4.1)

where

µn−1 =
∞∑
x=0

Sn−1(x) <∞,

S0(x) = S(x) and µ0 = µ. In the sequel, we denote by Xn, the random variable with

distribution (4.1), so that X = X0.

Much of the discussions on (4.1) require a comparison of the characteristics of (4.1)

with those of the baseline distribution of X. Therefore, we first derive a relationship

between Sn(x) and S(x).

Theorem 4.2.1. The survival functions of Xn and X are related by

Sn(x) =
1

µ(n)

E
(
(X − x− 1)(n)|X > x+ n

)
S(x+ n), (4.2)

where µ(n) = E(X(n)) and X(n) = X(X − 1) · · · (X − n+ 1).
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Proof. First, we note that with respect to the descending factorials (t− x)(r),

∞∑
u=x+r+1

(u− x)(r+1)f(u) =
∞∑

u=x+r+1

(u− x)(r+1)[S(u− 1)− S(u)],

=
∞∑

u=x+r+1

(u− x)(r+1)S(u− 1)−
∞∑

u=x+r+1

(u− x)(r+1)S(u),

=
∞∑

u=x+r

(u− x)(r)[u+ 1− x− (u− x− r − 1 + 1)] S(u),

= (r + 1)
∞∑

u=x+r

(u− x)(r)S(u). (4.3)

Hence from (4.1) and (4.3),

µS1(x) =
∞∑

u=x+1

S(u),

= S(x+ 1) E(X − x− 1|X > x+ 1)

and

µ1S2(x) =
∞∑

u=x+1

S1(u),

=
∞∑

u=x+2

(u− x− 1) f1(u),

=
1

µ

∞∑
u=x+2

(u− x− 1) S(u),

=
1

2µ

∞∑
u=x+3

(u− x− 1)(2) f(u),

or

2! µµ1S2(x) =
∞∑

u=x+3

(u− x− 1)(2) f(u),

= E
(
(X − x− 1)(2)|X > x+ 2

)
S(x+ 2).
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Proceeding similarly, by induction we have for any n

n! µµ1 · · ·µn−1 Sn(x) = E
(
(X − x− 1)(n)|X > x+ n

)
S(x+ n) (4.4)

Setting x = −1 in (4.4),

n! µµ1 · · ·µn−1 = E
(
X(n)|X > n− 1

)
S(n− 1),

=
∞∑
u=n

u(n)f(u),

= µ(n). (4.5)

Substituting (4.5) in (4.4) we have (4.2). �

Remark 4.2.1. The moments of Xn and X are connected through the relation (4.5).

Remark 4.2.2. In terms of the stop loss moments defined earlier in (2.22),

Sn(x) =
αn(x+ 1)

µ(n)

. (4.6)

One area in which the last result is useful is in the calculation of the stop loss premium

and other actuarial applications (see Klugman et al. (1998)).

For many discrete laws it is more convenient to work with generating functions

than with probability mass functions. Since factorial moments are predominant in

our derivations, we look at the relationship between the factorial moment generating

functions Wn(t) and

W (t) = E
(
(1 + t)X

)
,

=
∞∑
r=0

tr

r!
µ(r) (4.7)

of Xn and X respectively.
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We have

W (t) =
∞∑
u=0

(1 + t)uf(u),

=
∞∑
u=0

(1 + t)u [S(u− 1)− S(u)] ,

= 1 + t

∞∑
u=0

(1 + t)uS(u) (4.8)

and hence from (4.8),

W1(t) =
1

µ

∞∑
u=0

(1 + t)uS(u),

=
W (t)− 1

tµ
,

the relation between the factorial moment generating function of X and its equilib-

rium distribution. Using this for X1 and X2,

W2(t) =
W1(t)− 1

tµ1

,

=
W (t)− tµ− 1

t2µµ1

.

By induction,

Wn(t) =
1

tnµµ1 · · ·µn−1

[
W (t)−

n−1∑
r=1

trµµ1 · · ·µr−1 − 1

]
, n > 1,

=
n!

tnµ(n)

[
W (t)−

n−1∑
r=0

trµ(r)

r!

]
, by (4.5),

=
n!

tnµ(n)

[
∞∑
r=0

trµ(r)

r!
−

n−1∑
r=0

trµ(r)

r!

]
,

=
n!

tnµ(n)

∞∑
r=n

trµ(r)

r!
,

=
n!

µ(n)

∞∑
r=0

trµ(n+r)

(n+ r)!
,
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=
∞∑
r=0

tr

r!

[(
n+ r

r

)−1µ(n+r)

µ(n)

]
, (4.9)

obtained on using (4.5) and (4.7). Thus the rth factorial moment of Xn becomes

µ(r),n =

(
n+ r

r

)−1µ(n+r)

µ(n)

. (4.10)

When the moment generating function or moments are the starting points in the

analysis, the distribution of Xn can be obtained from (4.10) as

fn(x) =
∞∑
r=0

(−1)r
µ(x+r),n

x! r!
.

The relationship between αr,n(x), the rth factorial stop loss moment of Xn and αr(x)

is

αr+n(x) =

(
n+ r

r

)
µ(n)αr,n(x).

One can also write the relationship between the basic reliability characteristics of

Xn and Xn−1. Denoting by hn(x) and mn(x) the failure rate and mean residual life

functions of Xn, we have the identities,

hn(x) =
fn(x)

Sn(x− 1)
,

=
Sn−1(x)
∞∑
u=x

Sn−1(u)

, by using (4.1),

=
1

mn−1(x)
, by (2.16), (4.11)

mn−1(x+ 1) =
mn(x+ 1)

1 +mn(x+ 1)−mn(x)
, by using (2.17) (4.12)

and

hn(x+ 1) = 1 + hn+1(x+ 1)

[
1− 1

hn+1(x)

]
, by (4.11) and (4.12), (4.13)

connecting the reliability characteristics of equilibrium distributions of successive or-

ders. Moreover, equations (4.3) and (4.11) through (4.13) are fundamental in studying
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the reliability aspects of Xn.

Discrete equilibrium distributions can be generated (interpreted) in different ways.

In the continuous case, it is a weighted distribution of the original random variable

with the reciprocal of the failure rate function as the weight function. The same

interpretation does not hold in the discrete case.

However,

fn(x) =

1
hn−1(x)

− 1

E
(

1
hn−1(X)

− 1
)fn−1(x)

so that Xn is the weighted version of Xn−1 with the weight function,

1

hn−1(x)
− 1 =

Sn−1(x− 1)

fn−1(x)
− 1,

=
Sn−1(x− 1)− fn−1(x)

fn−1(x)
,

=
Sn−1(x)

fn−1(x)
.

A second interpretation is through the bivariate distribution of a random vector

(Y1, Y2) defined as

P (Y1 = y1, Y2 = y2) =
p(y2)

µ
, y1 = 0, 1, . . . , y2 − 1; y2 = x+ 1, . . . (4.14)

where p(·) is the probability mass function of a random variable X defined on N with

µ = E(X) <∞.

The marginal distributions of (4.14) are

P (Y1 = y1) =
1

µ

∞∑
u=y1+1

p(u), y1 = 0, 1, 2, . . . ,
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the equilibrium distribution of X and

P (Y2 = y2) =

y2−1∑
y1=0

p(y2)

µ
,

=
y2

µ
p(y2), y2 = 1, 2, 3, . . . ,

the length biased version of X. Further, the conditional distribution of Y1 given

Y2 = y2 becomes

P (Y1 = y1|Y2 = y2) =
1

y2

, y1 = 0, 1, 2, . . . , y2 − 1,

the uniform distribution. These results are discrete analogues of Lemma 2.1 of Brown

(2006), but the representation Y1 = Y2U where U is uniform and independent of Y2

in the continuous case does not appear to be true in the discrete case.

4.3 Characterizations

In this section we consider characterizations of some discrete distributions, by mutual

relationships between characteristics of X and Xn, that are useful in reliability theory.

The distributions in question specified by their probability mass functions are the

geometric,

fG(x) = qxp, x = 0, 1, 2, . . . , (4.15)

where q = 1− p and 0 < p < 1, the Waring,

fW (x) = (a− b) (b)x
(a)x+1

, x = 0, 1, 2, . . . ; a > b, a, b ∈ N , (4.16)

where (b)x = b(b + 1) · · · (b + x − 1) is the Pochhammer symbol and the negative

hyper-geometric,

fN(x) =

(−1
x

)( −k
m−x

)(−1−k
m

) , x = 0, 1, 2, . . . ,m, k = 1, 2, . . . , (4.17)

=
(−1)x

(
1+x−1
x

)
(−1)m−x

(
k+m−x−1
m−x

)
(−1)m

(
1+k+m−1

m

) ,
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=

(
k+m−x−1
m−x

)(
k+m
m

) .

These distributions are characterized in Nair and Hitha (1989) by a failure rate (mean

residual life) function of the form

h(x) =
1

A+Bx

or m(x) = α + βx with B = 0 (β = 0) for the geometric, B > 0 (β > 0) for the

Waring and B < 0 (β < 0) for the negative hyper-geometric distributions. The three

distributions will be abbreviated by G(p), W (a, b) and NH(k,m).

Definition 4.3.1. The zero-modified version of the random variable X is defined by

the probability representation,

P (X = 0) = α + (1− α) f(0)

and

P (X = x) = (1− α) f(x), x = 1, 2, . . . .

Note that the zero-modified distribution contains the original distribution when α = 0.

Theorem 4.3.1. If X is G(p) (W (a, b), NH(k,m)), then Xn is G(p) (W (a, b +

n), NH(k + n,m − n)). Conversely if Xn has one of these distributions then Xn−1

is distributed as its zero-modified version.

Proof. Suppose X is G(p) with survival function SG(x) = qx+1 and mean

µG =
∞∑
u=0

S(u),

=
q

p
.
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From (4.1), the survival function of X1 is

SG,1(x) =
1

µG

∞∑
u=x+1

SG(u),

= qx+1,

with mean

µG,1 =
q

p
.

In other words, X1 is G(p). Similarly, the distribution of X2 is G(p) with survival

function

SG,2 = qx+1

and mean

µG,2 =
q

p
.

Then by mathematical induction, the distribution of Xn is also G(p).

Now suppose X is W (a, b) with survival function

SW (x) =
∞∑

u=x+1

fW (u),

=
∞∑

u=x+1

(a− b) (b)u
(a)u+1

,

=
(b)x+1

(a)x+2

∞∑
u=0

(a− b) (b+ x+ 1)u
(a+ x+ 2)u

,

= (a+ x+ 1)
(b)x+1

(a)x+2

∞∑
u=0

(a− b) (b+ x+ 1)u
(a+ x+ 1)u+1

,

= (a+ x+ 1)
(b)x+1

(a)x+2

,

and mean

µW =
∞∑
u=0

SW (u),

=
∞∑
u=0

(a+ u+ 1)
(b)u+1

(a)u+2

,
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=
∞∑
u=0

b(b+ 1) · · · (b+ u)

a(a+ 1) · · · (a+ u)
,

=
b

a− b− 1
, for a > b+ 1.

Again from (4.1) X1 has the survival function

SW,1(x) =
∞∑

u=x+1

SW (u)

µW
,

=
∞∑

u=x+1

(a+ u+ 1)
b(b+ 1) · · · (b+ u)

a(a+ 1) · · · (a+ u+ 1)

(a− b− 1)

b
,

=
∞∑

u=x+1

(a− b− 1)
(b+ 1)u
(a)u+1

,

= (a+ x+ 1)
(b+ 1)x+1

(a)x+2

,

with mean

µW,1 =
∞∑
u=0

SW,1(u),

=
∞∑
u=0

(b+ 1)(b+ 2) · · · (b+ u+ 2)

a(a+ 1) · · · (a+ u)
,

=
b+ 1

a− b− 2
, for a > b+ 2.

This means that the distribution of X1 is W (a, b + 1). Similarly, X2 is W (a, b + 1)

with survival function

SW,2(x) =
∞∑

u=x+1

SW,1(u)

µW,1
,

= (a+ x+ 1)
(b+ 2)x+1

(a)x+2

.

In general, the distribution of Xn is W (a, b+ n).
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Finally, suppose the distribution of X is NH(k,m), having survival function

SN(x) =
m∑

u=x+1

fN(u),

=
m∑

u=x+1

(
k+m−u−1
m−u

)(
k+m
m

) ,

=
1(

k+m
m

) m∑
u=x+1

(
k +m− u− 1

k − 1

)
,

=

(
k+m−x−1

k

)(
k+m
m

)
and mean

µN =
m∑
u=0

SN(u),

=
m∑
u=0

(
k+m−u−1

k

)(
k+m
m

) ,

=

(
k+m
k+1

)(
k+m
m

) ,
=

m

k + 1
.

Once again from (4.1), X1 is NH(k + 1,m− 1) with survival function

SN,1(x) =
m∑

u=x+1

SN(u)

µN
,

=
k + 1

m

m∑
u=x+1

(
k+m−u−1

k

)(
k+m
m

) ,

=
1(

k+m
m−1

) m∑
u=x+1

(
k +m− u− 1

k

)
,

=

(
k+m−x−1

k+1

)(
k+m
m−1

) .
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Similarly, X2 is NH(k + 2,m− 2) with survival function

SN,2(x) =

(
k+m−x−1

k+2

)(
k+m
m−2

) .

Then by mathematical induction, Xn is NH(k + n,m− n).

To prove the converse, we note that the survival function of the zero-modified

version is (1− α) S(x) with mean (1− α) µ and hence the result follows. �

Theorem 4.3.2. The failure rate functions of Xn and X satisfy

hn(x) = (1 + cn) h(x) (4.18)

for all x and n = 0, 1, 2, . . . if and only if X is G(p) (W (a, b), NH(k,m)) for c = 0

(c < 0, c > 0).

Proof. Suppose X is G(p) with hazard rate

hG(x) =
fG(x)

SG(x− 1)
,

=
qxp

qx
,

= p.

Then from Theorem 4.3.1, the hazard rate of Xn,

hG,n(x) =
qxp

qx
,

= hG(x),

satisfies (4.18) for c = 0. Now if X is W (a, b) with survival function and hazard rate

hW (x) =
fW (x)

SW (x− 1)
,

=
a− b
a+ x

,
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then again from Theorem 4.3.1. the hazard rate of Xn

hW,n(x) = (a− b− n)
(b+ n)x
(a)x+1

(a)x+1

(a+ x) (b+ n)x
,

=
a− b− n
a+ x

,

=

(
1− n

a− b

)
hW (x),

satisfy (4.18) with c < 0. In the case of NH(k,m) with the hazard rate,

hN(x) =
fN(x)

SN(x− 1)
,

=

(
k+m−x−1

k−1

)(
k+m
m

) (
k+m
m

)(
k+m−x

k

) ,
=

k

k +m− x
,

the hazard rate of Xn,

hN,n(x) =

(
k+m−x−1
k+n−1

)(
k+m
m−n

) (
k+m
m−n

)(
k+m−x
k+n

) ,
=

k + n

k +m− x
,

=
k + n

k
hN(x),

=
(

1 +
n

k

)
hN(x),

verifies (4.18) with c > 0. This proves the if part.

Conversely assuming (4.18) we can write

h1(x) = (1 + c) h(x),

and hence using (4.13),

h(x+ 1) = h1(x+ 1)

[
1

h1(x+ 1)
− 1

h1(x)
+ 1

]
,
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we arrive at the difference equation

1

h1(x+ 1)
=

1

h1(x)
− c

1 + c
,

with solution

h1(x) =
h1(0)

1− c
c+1

x
.

Since h1(x) is reciprocal linear, X1 has the forms stated in the theorem for the desig-

nated values of c. Again using (4.18) for n = 1, we have the only if part proved. �

Remark 4.3.1. The mean residual life functions of Xn and X satisfy

mn(x) =
m(x)

1 +Bn
, (4.19)

for all x and n = 0, 1, 2, . . . if and only if X has G(p) (W (a, b); NH(k,m)) according

as B = 0 (B > 0;B < 0). This follows from the identity (4.11) and Theorem 4.3.2.

Remark 4.3.2. Hitha and Nair (1989) established that

V (x) = C1 m(x) [m(x)− 1]

if and only if X is G(p) (W (a, b); NH(k,m)) when c1 = 1 (> 1;< 1). Since Xn has

the same distributional form as X by Theorem 4.3.1, we can write variance residual

life of Xn as

Vn(x) = Cn mn(x) [mn(x)− 1].

Substituting (4.19) we have a characteristic property for the three distributions in

terms of Vn(x) as a function of m(x). In particular Vn(x) = V (x) characterizes the

geometric distribution.

Characterization of life distributions by properties of moments of residual life is

discussed by many authors. See Galambos and Kotz (1978) for the early literature

on the subject and Gupta and Kirmani (2004) for recent results. We provide some

similar results in the discrete case, using properties of equilibrium distributions.
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Theorem 4.3.3. Let X be a discrete random variable defined on N such that E(Xn)<

∞. Then X is geometric if and only if for all x and n = 1, 2, 3, . . .

E
(
(X − x− 1)(n)|X > x+ n

)
= c, a constant. (4.20)

Proof. Under the hypothesis of X geometric, we write from (4.2),

qx+1 =
E
(
(X − x− 1)(n)|X > x+ n

)
E (X(n))

qx+n+1

to verify (4.20).

Conversely under (4.20), (4.2) gives

Sn(x) = C1 S(x+ n)

or

S1(x) = C1 S(x+ 1),

showing that

m(x+ 1) =
1

S(x+ 1)

∞∑
u=x+1

S(u),

=
µ S1(x)

S(x+ 1)
,

= c2, a constant.

Hence X has geometric distribution. �

Remark 4.3.3. Similar results exist for the Waring and negative hyper-geometric

laws. These are

E
(
(X − x− 1)(n)|X > x+ n

)
=

Cn
(b)n

(a+ x− 1)(n−1)

and

E
(
(X − x− 1)(n)|X > x+ n

)
=

Cn
(m)n

(k +m− x− 1)(n).
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The stop loss moments αn(x) also determine the distribution of Xn uniquely for

n. Because,

αn(x+ 1)

αn(x)
=

Sn(x)

Sn(x− 1)
, by (4.6),

= 1− hn(x), by (2.14)

or

hn(x) = 1− αn(x+ 1)

αn(x)
. (4.21)

Since expressions for αn(x) are generally not of simple forms, their ratios can be

employed for characterization. The following theorem makes an attempt in this di-

rection.

Theorem 4.3.4.
αn(x+ 1)

αn(x)
=

(A− 1) +Bx

A+Bx

if and only of Xn is geometric (Waring, negative hyper-geometric) for B = 0 (B >

0, B < 0) distribution.

Proof. By the Theorem 2.1 of Xekalaki (1983),

hn(x) =
1

A+Bx

if and only if Xn is geometric (Waring, negative hyper-geometric) for B = 0 (B >

0, B < 0) distribution. Then the theorem follows from the identity (4.21). �

4.4 Mixtures of equilibrium distributions

Let Θ be a random variable (discrete or continuous) with distribution function G(θ).

Let X(θ) = {X|θ ∈ Θ} be a non-negative discrete random variable with survival

function

S(x|θ) = P (X(θ) > x),
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probability mass function f(x|θ) and finite mean

µ(θ) =
∞∑
u=0

S(u|θ).

The survival function of the random variable X of X(θ) is given by

S(x) =

∫ ∞
−∞

S(x|θ) dG(θ)

with finite mean

µ =
∞∑
u=0

S(u).

Let the equilibrium distribution of order n of X(θ) be with survival function,

Sn(x|θ) =
1

µn−1(θ)

∞∑
u=x

Sn−1(u|θ),

where

µn(θ) =
∞∑
u=0

Sn(u|θ),

the mean of Xn(θ), the random variable to the nth order equilibrium distribution of

X(θ) and µn(θ) < ∞. Nanda et al. (1996a) has established that the equilibrium

distribution of order n of X is given by the survival function

Sn(x) =

∫ ∞
−∞

λn−1(θ) Sn(x|θ) dG(θ), (4.22)

where

λn(θ) =
µ(θ) µ1(θ) · · ·µn(θ)

µ µ1 · · ·µn
, (4.23)

with λ−1(θ) = 1 and

µn =

∫ ∞
−∞

λn−1(θ) µn(θ) dG(θ),

the mean of the equilibrium distribution of order n of X. Now, using the relation

(4.5) in (4.23) we get

λn(θ) =
E
(
X(θ)(n+1)

)
E (X(n+1))

(4.24)
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and hence (4.22) becomes

Sn(x) =

∫ ∞
−∞

E
(
X(θ)(n)

)
E (X(n))

Sn(x|θ) dG(θ),

=

∫ ∞
−∞

E
(
(X(θ)− x− 1)(n)|X(θ) > x+ n

)
E (X(n))

S(x+ n|θ) dG(θ). (4.25)

Proceeding on similar lines we get the pmf of Xn (the random variable corresponding

to the nth order equilibrium distribution of X) as

fn+1(x) =

∫ ∞
−∞

λn(θ) fn+1(x|θ) dG(θ),

=

∫ ∞
−∞

E
(
(X(θ)− x− 1)(n)|X(θ) > x+ n

)
E (X(n+1))

S(x+ n|θ) dG(θ), (4.26)

where fn(x|θ) is the pmf of Xn(θ). Thus all the characteristics of Xn can be obtained

from the base line distributions, by using the identities (4.24), (4.25) and (4.26).

The Waring and negative hyper-geometric equilibrium distributions enjoy a special

property as mixture distributions as evidenced from the following examples.

Example 4.4.1. Assume X to be negative binomial with probability mass function,

f(x|q) =

(
α + x− 1

x

)
pαqx, x = 0, 1, 2, . . . , (4.27)

where q is distributed as beta (1, β − α) with density function

g(q) = (β − α) (1− q)β−α−1, 0 < q < 1, β > α + 1. (4.28)

It may be noted that this distribution can be obtained from (3.11) by setting a =

−(β − α)−1 and b = (β − α)−1. Then the mixture formed with the pmf ,

f(x) =

∫ 1

0

f(x|q) g(q) dq,

=
Γ(α + x) (β − α)

Γ(α)Γ(x+ 1)

∫ 1

0

qx(1− q)β−1dq,

= (β − α)
Γ(α + x)Γ(β)

Γ(α)Γ(β + x+ 1)
,
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= (β − α)
(α)x

(β)x+1

,

which has the Waring law (W (β, α)), defined in (4.16). The nth order equilibrium of

(4.28) can be obtained from (3.14) by setting a = −(β − α)−1 and b = (β − α)−1 and

that distribution is beta (1, β − α + n). Then the mixture of beta (1, β − α + n) with

(4.27) is W (β, α+n), the nth order equilibrium distribution of W (β, α) (see Theorem

4.3.1).

Example 4.4.2. Similar is the case when binomial (m, p) is mixed with beta(k, 1)

giving NH(k,m). The nth order equilibrium distribution of beta(k, 1) mixed with the

same binomial results in NH(k+ n,m− n), the nth order equilibrium distribution of

NH(k,m).

When the mixing distribution is form-invariant under formation of equilibrium dis-

tributions, the resulting mixture also becomes form-invariant is obvious, but whether

the procedure results in equilibrium distribution of the original model in all cases is

an open question.

4.5 Ageing properties

From a reliability point of view it is of interest to examine how various ageing proper-

ties of X and Xn are related and also how many of the properties of X are preserved in

Xn. All the concepts of ageing defined below are taken on the set A = {x| S(x) > 0}.

Theorem 4.5.1. If Xn is IFR (DFR) then Xn+1 is IFR (DFR) for every n. But

the converse need not be true.

Proof. Since Xn is IFR, for all x,

hn(x+ 1) ≥ hn(x).
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Now,

Sn(x) =
∞∑

u=x+1

fn(u),

=
∞∑

u=x+1

hn(u) Sn(u− 1)

≥ hn(x+ 1)
∞∑
u=x

Sn(u).

From (4.11),

hn+1(x) ≥ hn(x+ 1).

Substituting in (4.13), the last inequality means

hn+1(x+ 1)− hn+1(x) ≥ 0

or Xn+1 is IFR. The proof for DFR is similar.

To prove the second part take the distribution of X as

f(x) =



2
5
, x = 0

7
20
, x = 1

11
80
, x = 2

9
80
, x = 3

0, otherwise

Then the mean residual life function becomes

m(x) =


77
48
, x = 0

29
20
, x = 1

1, x = 2

Thus m(x) is decreasing for all x and therefore by (4.11) X1 is IFR. On the other

hand, h(1) = 14/24 and h(2) = 11/20 shows that X is not IFR. �
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Remark 4.5.1. X, DMRL ⇒ X1, IFR ⇒ X1, DMRL ⇒ . . .⇒ Xn,DMRL.

Theorem 4.5.2. A necessary and sufficient condition that Xn−1 is DMRL (IMRL)

is that

hn−1(x) ≤ (≥)hn(x) for all x, n = 1, 2, . . . .

Proof.

hn−1(x) ≤ hn(x) ⇔ hn−1(x)− 1

mn−1(x)
≤ 0,

⇔ hn−1(x) mn−1(x)− 1 ≤ 0,

⇔
[
mn−1(x)−mn−1(x− 1) + 1

mn−1(x)

]
mn−1(x)− 1 ≤ 0, by (2.17),

⇔ mn−1(x)−mn−1(x− 1) ≤ 0,

⇔ Xn−1 is DMRL.

By reversing the inequalities the IMRL condition is obtained. �

Theorem 4.5.3. For every n,

1. X, IFR ⇒ Xn, IFR (2)

2. Xn, IFR (2) ⇒ Xn+1 IFR ⇔ Xn, DMRL.

Proof. From the Definition 2.3.10 we see that

at(x)− at(x+ 1)

=
1

S(x)

x+t∑
u=x

S(u)− 1

S(x+ 1)

x+t+1∑
u=x+1

S(u),

=
x+t∑

u=x+1

u∏
v=x+1

(1− h(v))−
x+t+1∑
u=x+2

u∏
v=x+2

(1− h(v)) , on using (2.15),

= (h(x+ 2)− h(x+ 1)) +
x+t+1∑
u=x+2

[h(u)− h(x+ 1)]
u∏

v=x+2

(1− h(v))
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When X is IFR, h(k)− h(x) ≥ 0 for every k ≥ x and hence X is IFR (2). Thus we

have X, IFR ⇒ Xn, IFR ⇒ Xn, IFR (2).

To prove (ii),

Xn, IFR(2) ⇒ 1

Sn(x)

x+t∑
u=x

Sn(u) ↓ x for all t ≥ 0,

⇒ mn(x) ↓ x at t→∞,

⇒ hn+1(x) ↑ x,

⇒ Xn+1 IFR.

�

Remark 4.5.2. Similar implications hold for the dual classes, DFR (2), IFR and

IMRL.

Theorem 4.5.4. If S(x) is strictly decreasing the following equivalence holds for

every n = 2, 3, . . . .

Xn, IFR (DFR) ⇔ Xn−1, DMRL (IMRL) ⇔ Xn−2, DVRL (IVRL).

Proof. The random variable X has decreasing variance residual life - DVRL (in-

creasing variance residual life - IVRL) if V (x) is decreasing (increasing) for all x. It

is enough to prove the result for n = 2. The first implication is obvious. For the

second, we write the equation (2.20) as

V (x)− V (x+ 1) = h(x+ 1) m(x+ 1) [m(x)− 1]− h(x+ 1) V (x+ 1)

and use (2.17) to verify

V (x)− V (x+ 1) = m2(x+ 1)− (m(x)− 1)2 − h(x+ 1) [V (x+ 1) +m2(x+ 1)],

= m2(x+ 1) h(x+ 1)

[
m(x)− 1

m(x+ 1)
− V (x+ 1)

m2(x+ 1)

]
,

= m2(x+ 1) h(x+ 1)

[
m(x)− 1− V (x+ 1)

m(x+ 1)

]
,
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= [m(x)− 1] m(x+ 1) h(x+ 1)

[
1− V (x+ 1)

m(x+ 1)
[m(x)− 1]

]
.(4.29)

Also using (4.2),

V (x) +m2(x) = m(x) +
2µ

S(x)

∞∑
u=x+1

S(u),

= m(x) + 2m(x) m1(x)
S1(x)

S1(x− 1)
,

= m(x) + 2m(x) m1(x) [1− h1(x)],

= m(x) + 2m1(x) [m(x)− 1].

Thus

V (x)

m(x) [m(x)− 1]
=

2m1(x)

m(x)
− 1,

= 2m1(x) h1(x)− 1,

= 2 [m1(x)−m1(x− 1)] + 1. (4.30)

Changing x to x+ 1 in (4.30) and simplifying,

V (x+ 1)

m(x+ 1) [m(x)− 1]
=

[m(x+ 1)− 1] [1 +m1(x+ 1)−m1(x)]

m(x)− 1
. (4.31)

Hence from (4.30) and (4.31)

V (x)− V (x+ 1) = m(x+ 1) h(x+ 1) [m(x)− 1

− (m(x+ 1)− 1) (1 +m1(x+ 1)−m1(x))] ,

=
m(x+ 1) h(x+ 1)

1 +m1(x)−m1(x− 1)
[m1(x− 1)−m1(x)],

= m(x+ 1) h(x+ 1) [m(x)−m1(x)],

= m(x+ 1) m(x) h(x+ 1) [m1(x− 1)−m1(x)] , (4.32)

on utilizing the identity (4.12). Thus the sign of V (x)− V (x+ 1) is the same as that

of m1(x− 1)−m1(x), which proves the Theorem. �

Remark 4.5.3. Equation (4.32) means that X is DVRL (IVRL) if and only if m(x) ≥



4.5. Ageing properties 95

(≤)m1(x).

Remark 4.5.4. Since DMRL ⇒ DVRL,

X, DVRL ⇔ X1, DMRL ⇒ X1, DVRL ⇒ . . .⇒ Xn, (DVRL).

Remark 4.5.5. The expression V (x)/m(x)(m(x)−1) takes the place of V (x)/m2(x),

the square of the coefficient of variation of residual life in the continuous case, as

regards many properties. For example exponential distribution is characterized by

V (x)/m2(x) = 1, where as the corresponding property for the geometric law is

V (x)

m(x) (m(x)− 1)
= 1.

Definition 4.5.1. The distribution of X for which 1 < m(∞) < ∞ is said to be

UBA (UWA) if and only if

S(x+ 1) ≥ (≤)
m(∞)− 1

m(∞)
S(x),

for all x.

Definition 4.5.2. X is said to UBAE (UWAE) if and only if 1 < m(∞) < ∞ and

m(x) ≥ m(∞) for all x ≥ 0.

Theorem 4.5.5. If X is DMRL (IMRL) then Xn is used better (worse) than aged -

UBA (used worse than aged - UWA) for each n.

Proof. X is UBA when

1− h(x+ 1) ≥ 1− h(∞)

or when X is IFR. Whenever X is DMRL, Xn+1 is also DMRL which is equivalent

to Xn, IFR and hence UBA. �

Theorem 4.5.6. A necessary and sufficient condition for Xn to be UBA (UWA) is

that Xn−1 is used better (worse) than aged in expectation - UBAE (UWAE).



4.5. Ageing properties 96

Proof. When Xn−1 is UBAE,

Sn(x+ 1)

Sn(x)
= 1− hn(x+ 1),

= 1− 1

mn−1(x+ 1)
,

≥ 1− 1

mn−1(∞)
=
mn(∞)− 1

mn(∞)
, (4.33)

that Xn is UBA.

Conversely when X is UBA, (4.33) holds and therefore,

1− hn(x+ 1) ≥ 1− hn(∞)

or

mn−1(x+ 1) ≥ mn−1(∞).

This proves the result. By reversing the inequality we get Xn, UWA⇔ Xn−1, UWAE.

�

Remark 4.5.6. When X is UBA

m(x) =
1

S(x)

∞∑
u=0

S(x+ u),

≥
∞∑
u=0

(
m(∞)− 1

m(∞)

)t
= m(∞).

Hence UBA ⇒ UBAE and Xn, UBA ⇒ Xn, UBAE ⇒ Xn+1 UBA for all n.

Remark 4.5.7. Xn, IFR ⇒ Xn−1, DMRL ⇒ Xn−1, UBA ⇒ Xn−2, UBA.

Theorem 4.5.7.

X, NBUE (NWUE) ⇔ S1(x− 1) ≤ (≥)S(x).
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Proof. X is said to be NBUE if

S(x)
∞∑
u=0

S(u) ≥
∞∑
u=x

S(u)

or m(x) ≤ µ for all x ≥ 0. Hence, we can write

S1(x− 1) ⇔ m(x) s(x)

µ
,

⇔ S1(x− 1) ≤ S(x),

⇒ m(x) ≤ µ,

⇒ X,NBUE.

The second implication is obvious. �

Theorem 4.5.8.

Xn, NBU (NWU) ⇒ Xn−1, NBUC (NWUC).

Proof. X is said to be NBU (NWU) if for x, y ≥ 0,

S(x+ y) ≤ (≥)S(x) S(y)

and X is new better (worse) than used in convex ordering - NBUC (NWUC) if

S(x) S1(y − 1) ≥ (≤)S1(x+ y − 1), x, y ≥ 0. (4.34)

We prove the result for NBU as the case for NWU follows similarly by reversing the

inequalities.

Xn, NBU ⇒ Sn(x+ y) ≤ Sn(x) Sn(y) ≤ Sn−1(x+ 1) Sn(y),

⇒ Xn−1, NBUC.

�
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Remark 4.5.8. Setting y = 0 in (4.34), S(x) ≥ S1(x − 1) so that X is NBUE by

Theorem 4.5.6. Thus NBUC ⇒ NBUE. This means that by Theorem 4.5.7,

Xn, NBU ⇒ Xn−1, NBUE.

Remark 4.5.9. If X is NBUE, m(x) ≤ µ. Hence

1− h1(x) ≤ µ− 1

µ
,

giving

S1(x) =
x∏
u=0

[1− h1(u)] ≤
(
µ− 1

µ

)x+1

.

Further,

µ1 =
E (X(X − 1))

2µ
,

=
∞∑
u=0

S1(u),

≤ µ− 1.

Thus whenever X is NBUE,
V (x)

µ (µ− 1)
≤ 1,

a necessary condition that is useful in data analysis. This is the equivalent of the

result in the continuous case that the coefficient of variation of NBUE distributions

(as well as its subclasses) is less than unity.

Theorem 4.5.9. (i) Xn−1, NBUE (NWUE) ⇒ Xn, NBUFR (NWUFR)

(ii) Xn−1, NBUC (NWUC) ⇒ Xn, NBUFR (NWUFR)

Proof. From Definition 2.3.13,

Xn−1, NBUE ⇒ mn−1(x) ≤ µn−1,

⇒ mn−1(x) ≤ mn−1(0) ≤ mm−1(0),
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⇒ hn(x) ≥ hn(0),

proving (i). In order to establish (ii) we see that from Remark 4.5.8,

Xn−1, NBUC⇒ Xn−1, NBUE ⇒ Xn, NBUFR.

�

Remark 4.5.10. X is new better (worse) than used in failure rate average if

h(0) ≤ 1

x
[h(0) + . . .+ h(x− 1)] .

It now follows that NBUFR ⇒ NBUFRA so that the implication in Theorem 4.5.9

extends to NBUFRA class as well.

From our discussion of discrete equilibrium distributions, it is evident that all

properties in the continuous counterpart are not shared in the discrete case. Further,

the discrete models that satisfy characteristic properties analogous to those in the

continuous case are identified.



Chapter 5

Stochastic Orders for Discrete

Equilibrium Distributions

5.1 Introduction

This chapter is a continuation of the previous one. In comparison with the work in

continuous case a major topic that does not appear to have been covered for discrete

equilibrium distributions is stochastic ordering. Although discrete analogous of some

stochastic orders in the continuous case have been presented in Shaked and Shan-

thikumar (2007), new definitions and results are required to complete the discussions

relating to discrete equilibrium distributions. Also there is a need for redefining var-

ious discrete ageing concepts in terms of stochastic orders. Apart from providing

alternative definitions of ageing concepts, they also give better insight into the ageing

concepts and provide tools for establishing the behavior of various discrete reliability

measures. The objective of present chapter is therefore to define various stochas-

tic orders, re-interpret the discrete ageing concepts in terms of ordering and provide

results that compares the properties of discrete equilibrium models.

100



5.2. Comparison of baseline and equilibrium distributions 101

5.2 Comparison of baseline and equilibrium distri-

butions

In this section we derive several conditions in terms of stochastic orders connecting

X and X1 that define various ageing properties. For some of the ageing properties,

continuous analogues have yet to be proved. First we look at conditions for increasing

failure rate (IFR). Recall that X is IFR if and only if h(x+ 1) ≥ h(x) for all x. From

equation (4.11), h1(x) = [m(x)]−1. Hence X1, IFR is equivalent to X, DMRL. The

following lemma as well as the Theorem 5.2.1 makes a discussion on an alternative

definition of DMRL class.

Lemma 5.2.1. For all x, y ∈ N

X, DMRL⇔ 1

S(x)

∞∑
u=x+y

S(u) ↓ x.

Proof. For all x, y ∈ N ,

1

S(x)

∞∑
u=x+y

S(u) ↓ x

⇔ 1

S(x)

∞∑
u=x+y

S(u) ≥ 1

S(x+ 1)

∞∑
u=x+1+y

S(u)

⇔(X − x|X > x) ≥mrl (X − x− 1|X > x+ 1), by Theorem 5.3.4

⇔m(x) ≥ m(x+ 1)

⇔X, DMRL.

�

Theorem 5.2.1. X1 is IFR (X, DMRL) if and only if any one of the following holds

for all y ≥ x, and x, y ∈ N .

1. X ≥hr X1,

2. (X − x|X > x) ≥hr (X1 − y|X1 > y),
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3. (X1 − x|X1 > x) ≥hr (X1 − y|X1 > y),

4. X1 ≥hr (X1 − x|X1 > x),

5. (X − x|X > x) ≥st (X1 − y|X1 > y),

6. (X1 − x|X1 > x) ≥st (X1 − y|X1 > y),

7. (X − x|X > x) ≥hmrl (X − y|X > y),

8. (X − x|X > x) ≥icx (X − y|X > y),

9. X ≥icx (X − x|X > x),

10. (X − x|X > x) ≥pgf (X1 − y|X1 > y),

11. (X − x|X > x) ≥mrl (X − y|X > y),

12. X ≥mrl (X − x|X > x).

Proof. 1. The given condition is equivalent to

h(x) ≤ h1(x) = [m(x)]−1

or h(x)m(x) ≤ 1. Then (2.17) leads to m(x) ≤ m(x− 1) or h1(x) ≥ h1(x− 1)

for all x and hence X1 is IFR. The converse is obvious.

2. We note that

(X − x|X > x) ≥hr (X1 − y|X1 > y)⇔ h(t+ x) m(t+ y) ≤ 1,

which is equivalent to

[m(t+ x)−m(t+ x− 1) + 1]
m(t+ y)

m(t+ x)
≤ 1.

The above inequality is true only when at least one of the terms on the product

on the left ≤ 1. But when one term is less than one, the other also satisfies the

same condition. Then X is DMRL and hence X1 is IFR.
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3. (X1 − x|X1 > x) ≥hr (X1 − y|X1 > y)⇔ h1(t+ x) ≤ h1(t+ y), for all t. Hence

X1 is IFR.

4. By proceeding along the similar lines as in 3., we have the result.

5. For all y ≥ x,

(X − x|X > x) ≥st (X1 − y|X1 > y)

⇔ S(t+ x)

S(x)
≥ S1(t+ y)

S1(y)
,

⇔ 1

S(x)

∞∑
u=y+1

S(u) ≥ 1

S(t+ x)

∞∑
u=t+y+1

S(u), by using (4.1),

⇔ X is DMRL,

⇔ X1 is IFR.

6. For all y ≥ x,

(X1 − x|X1 > x) ≥st (X1 − y|X1 > y)

⇔ S1(t+ x)

S1(x)
≥ S1(t+ y)

S1(y)
,

⇔
t+x∏

u=x+1

(1− h1(u)) ≥
t+y∏

u=y+1

(1− h1(u)),

for all t ≥ 1, by using (2.15),

⇔ 1− h1(x+ 1) ≥ 1− h1(y + 1),

⇔ h1(x) ≤ h1(y),

⇔ X1 is IFR.

7. For all y ≥ x,

(X − x|X > x) ≥hmrl (X − y|X > y)

⇔

∞∑
u=t

S(u+ x)

S(x) m(x)
≥

∞∑
u=t

S(u+ y)

S(y) m(y)
, by Definition 2.3.5,
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⇔

∞∑
u=t+x

S(u)

∞∑
u=x

S(u)

≥

∞∑
u=t+y

S(u)

∞∑
u=y

S(u)

, by using (2.16),

⇔

∞∑
u=t+x

S(u)

∞∑
u=x

S(u)

≥

∞∑
u=t+x+z

S(u)

∞∑
u=x+z

S(u)

, z = y − x,

⇔

∞∑
u=t+x

S(u)

∞∑
u=t+x

S(u+ z)

≥

∞∑
u=x

S(u)

∞∑
u=x

S(u+ z)

,

⇔

∞∑
u=x

S(u)

∞∑
u=x

S(u+ z)

↑ in x,

⇔ m(x) ≥ m(y), by Definition 2.3.4,

⇔ X is DMRL,

⇔ X1 is IFR.

8. For all y ≥ x,

(X − x|X > x) ≥icx (X − y|X > y)

⇔

∞∑
u=t+1

S(u+ x)

S(x)
≥

∞∑
u=t+1

S(u+ y)

S(y)
, by Definition 2.3.6,

⇔ 1

S(x)

∞∑
u=t+x+1

S(u) ≥ 1

S(y)

∞∑
u=t+y+1

S(u),

⇔ X is DMRL, by Lemma 5.2.1,

⇔ X1 is IFR..

9. By setting x = −1 in 8., we have the result.
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10. For all y ≥ x, x, y ∈ N ,

X1, IFR⇔(X − x|X > x) ≥st (X1 − y|X1 > y)

⇔S(u+ x)

S(x)
≥ S1(u+ y)

S1(y)
, u ∈ N , by Definition 2.3.1,

⇒
∞∑
u=0

su
S(u+ x)

S(x)
≥

∞∑
u=0

su
S1(u+ y)

S1(y)
, for all s ∈ (0, 1),

⇒(X − x|X > x) ≥pgf (X1 − y|X1 > y).

Conversely for all y ≥ x,

(X − x|X > x) ≥pgf (X1 − y|X1 > y)

⇔

∞∑
u=x+t

su−x−tS1(u)

∞∑
u=x

su−xS(u)

↓ x, t = y − x,

⇔

S1(x+ t) +
∞∑

u=x+t+1

su−x−tS1(u)

S(x) +
∞∑

u=x+1

su−xS(u)

↓ x,

⇒S1(x+ t)

S(x)
↓ x, as s→ 0,

⇒ 1

S(x)

∞∑
u=x+t+1

S(u) ↓ x, by (4.1),

⇒X, DMRL, by Lemma 5.2.1,

⇒X1, IFR.

Since 11. and 12. are the same as the condition for DMRL, the proof is trivial.

�
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Theorem 5.2.2. The random variable X is IFR if and only if

1. X ≥lr X1,

2. X ≥lr (X1 − x|X1 > x),

3. (X − x|X > x) ≥lr (X1 − y|X1 > y),

4. X1 ≥lr (X1 − x|X1 > x),

5. (X − x|X > x) ≥pgf (X − y|X > y),

for all x, y ∈ N , and x ≤ y.

Proof. 1.

X ≥lr X1 ⇔
µf(x)

S(x)
↑ x⇔ h(x) ↑ x⇔ X is IFR.

2.

X ≥lr (X1 − x|X1 > x) ⇔ S(t+ x)

µS1(x)

1

S(t− 1)− S(t)
↓ t,

⇔ S(t+ x)

S(t− 1)− S(t)
↓ t,

⇔ 1

h(t)

t+x∏
z=t

(1− h(z)) ↓ t,

⇔ h(t) ↑ t,

⇔ X is IFR.

3.

(X − x|X > x) ≥lr (X1 − y|X1 > y) ⇔ f1(t+ y)

S1(y)

S(x)

f(t+ x)
↓ t,

⇔ f1(t+ y)

f(t+ x)
↓ t,

⇔ S(t+ y)

f(t+ x)
↓ t,
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which is equivalent to

[
1

h(t+ x)
− 1

] t+y∏
z=t+x

[1− h(z)] ↓ t,

on using (2.15). At least one of the terms is decreasing in t, which means that

all terms are decreasing in t and h(x) is increasing or X is IFR.

4.

X1 ≥lr (X1 − x|X1 > x) ⇔ f1(t+ x)

f1(t) S1(x)
↓ t,

⇔ S(x+ t)

S(t) S1(x)
↓ t,

⇔ S(x+ t)

S(t)
↓ t,

⇔ X is IFR.

5. For all y ≥ x, x, y ∈ N ,

X, IFR⇔S(x+ 1)

S(x)
↓ x ∈ N , by Definition 2.3.9,

⇔S(u+ x)

S(x)
≥ S(u+ y)

S(y)
, u ∈ N ,

⇒
∞∑
u=0

su
S(u+ x)

S(x)
≥

∞∑
u=0

su
S(u+ y)

S(y)
,

⇒(X − x|X > x) ≥pgf (X − y|X > y), y ≥ x, by Definition 2.3.7.

Conversely for all y ≥ x,

(X − x|X > x) ≥pgf (X − y|X > y)

⇔

∞∑
u=x+t

su−x−tS(u)

∞∑
u=x

su−xS(u)

↓ x, t = y − x, by Theorem 5.3.15,
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⇔

S(x+ t) +
∞∑

u=x+t+1

su−x−tS(u)

S(x) +
∞∑

u=x+1

su−xS(u)

↓ x,

⇒S(x+ t)

S(x)
↓ x, as s→ 0,

⇒X, IFR, by Definition 2.3.9.

�

We now prove some results that concerns the nature of mean residual life function.

Theorem 5.2.3. The random variable X1 is DMRL (X is DVRL) if and only if

1. X ≥mrl X1

2. X ≥mrl (X1 − x|X1 > x)

3. (X − x|X > x) ≥mrl (X1 − y|X1 > y), y ≥ x,

4. (X − x|X > x) ≥hmrl (X1 − y|X1 > y), y ≥ x,

Proof. The proof of all the above cases depends on the following result

h(x+ t) m(x+ z) ≤ 1⇔ X is DMRL for z ≥ t. (5.1)

The left side can be seen to be equivalent to

[m(x+ t)−m(x+ t− 1) + 1]
m(x+ z)

m(x+ t)
≤ 1,

which holds if and only if X is DMRL. Now,

X ≥mrl X1 ⇔ m(x) ≥ m1(x)

⇔ h1(x) m1(x) ≤ 1

⇔ X is DMRL by (5.1).
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By the same argument in 2. and 3., we have the inequalities h1(t) m1(t+ x) ≤ 1 and

h1(t+ x) m1(t+ y) ≤ 1, each of which implies that X is DMRL. Finally, the proof of

4 is as follows. For all y ≥ x,

(X − x|X > x) ≥hmrl (X1 − y|X1 > y)

⇔

∞∑
u=t

S(u+ x)

S(x) m(x)
≥

∞∑
u=t

S1(u+ y)

S1(y) m1(y)
, by Definition 2.3.5,

⇔

∞∑
u=t+x

S(u)

∞∑
u=x

S(u)

≥

∞∑
u=t+y

S1(u)

∞∑
u=y

S1(u)

, by using (2.16),

⇔

∞∑
u=t+x

S(u)

∞∑
u=x

S(u)

≥

∞∑
u=t+x+z

S1(u)

∞∑
u=x+z

S1(u)

, z = y − x,

⇔

∞∑
u=t+x

S(u)

∞∑
u=t+x

S1(u+ z)

≥

∞∑
u=x

S(u)

∞∑
u=x

S1(u+ z)

,

⇔

∞∑
u=x

S(u)

∞∑
u=x

S1(u+ z)

↑ in x,

⇔ m(x) ≥ m1(y), by Definition 2.3.4,

⇔ X1 is DMRL.

�

Two other basic ageing concepts are NBU and NBUE. We say that X is NBU iff
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for all x, t

S(t+ x) ≤ S(t) S(x)

and X is NBUE if and only if m(x) ≤ µ. We have the following implications con-

necting these concepts.

Theorem 5.2.4. 1. X is NBU ⇔ X ≥st (X − x|X > x).

2. X is NBUE ⇒ X1 ≤st X, but the converse is not true.

3. X is NBUE ⇔ X1 ≤st XG, where XG is geometric with parameter µ−1.

Proof. 1. follows from the definition of NBU. To prove 2.,

m(x) ≤ µ ⇔ 1

S(x)

∞∑
t=x

S(t) ≤
∞∑
t=0

S(t)

⇔ S(x) ≥ 1
∞∑
t=0

S(t)

∞∑
t=x

S(t)

⇔ S(x) ≥ S1(x− 1)

⇒ S1(x− 1) ≤ S(x) ≤ S(x− 1) for all x

⇒ X1 ≤st X.

In order to establish the second part choose

S(x) =


2
3
, x = 0

1
3
, x = 1

0, x > 1.

Clearly X1 ≤st X. But m(0) = 1.5 > µ = 1, showing that X is not NBUE. Finally,

to prove 3.,

X is NBUE ⇔ m(x) ≤ µ

⇔ h1(x) ≥ 1

µ

⇔
x∏
t=0

[1− h1(t)] ≤
(

1− 1

µ

)x
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⇔ S1(x) ≤ SG(x)

⇔ X1 ≤st XG. (5.2)

�

Note that µ > 1 as in the discrete case the failure rate is less than 1. Inequality

(5.2) defines the basic ageing concept NBUE in terms of stochastic order.

We now look at some other ageing criteria which are less frequently used than

those discussed above. We say that X is NBUC or NBRU (new better than used in

convex order or new better than renewal used) if and only if S(x) > S1(x+ y)/S1(x)

for all x, y. This means that a new unit has better reliability than the residual life

(X1 − x|X1 > x) (See Cao and Wang (1991) for the definition in the continuous

case.). Obviously X is NBUC or NBRU ⇔ X ≥st (X1 − x|X1 > x). Another

equivalent criterion is given in the following theorem.

Theorem 5.2.5. X ≥icx (X − x|X > x)⇔ X is NBUC or NBRU.

Proof.

X ≥icx (X − x|X > x) ⇔
∞∑

z=t+1

S(z) ≥
∞∑

z=t+1

S(z + x)

S(x)
,

⇔ S(x) S1(t) ≥ S1(x+ t),

⇔ X is NBUC or NBRU.

�

A relationship involving the means of X and the residual life of X1 is new better

than renewal used in expectation (NBRUE), introduced in the continuous case by

Abouammoh and Qamber (2003). X is said to be NBRUE iff

E(X) ≥ E(X1 − x|X1 > x).
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Adopting the same definition in the discrete case also we have the following results

connecting NBRUE with some other stochastic orders.

Theorem 5.2.6. 1. X is NBRUE ⇒ X ≥icx X1 and the converse need not be

true,

2. X ≥pgf (X1 − x|X1 > x)⇒ X is NBRUE.

Proof. 1.

X is NBRUE ⇒ µ ≥ m1(x)

⇒ µ S1(x) ≥
∞∑
t=x

S1(t)

⇒
∞∑

t=x+1

S(t) ≥
∞∑
t=x

S1(t)

⇒ X ≥icx X1.

For the converse part consider the survival function

S(x) =


3
4
, x = 0,

2
4
, x = 1,

1
4
, x = 2,

0, x > 2.

It is clear that X ≥icx X1. However, m1(0) = 3/4 > µ = 1, showing that X is

not NBRUE.

2.

X ≥pgf (X1 − x|X1 > x)

⇒
∞∑
t=0

stS(t) ≥ 1

S1(x)

∞∑
t=0

stS1(t+ x)

⇒
∞∑
t=0

S(t) ≥ 1

S1(x)

∞∑
t=0

S1(t+ x), as s→ 1
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⇒ µ ≥ m1(x)

⇒ X is NBRUE.

�

5.3 Comparison of equilibrium distributions

In this section we compare the equilibrium distributions of two random variables

X and Y in terms of various stochastic orders that have implications in reliability

applications. Note that all the reliability characteristics of the random variable Y are

as defined in the Section 2.3.1.

Theorem 5.3.1.

X ≥hr Y ⇔ X1 ≥lr Y1.

Proof.

X ≥hr Y ⇔ S(x)

T (x)
↑ in x ∈ N

⇔ f1(x)

g1(x)
↑ in x

⇔ X1 ≥lr Y1.

�

Remark 5.3.1. Generally, X ≥lr Y ⇒ X ≥hr Y ⇒ X ≥st Y . Thus from Theorem

5.3.1,

X ≥hr Y ⇒ X1 ≥lr Y1 ⇒ X1 ≥hr Y1,

preserving the hazard rate order in the formation of equilibrium distributions. It is

not true that X1 ≥hr Y1 ⇒ X ≥hr Y , but from Theorem 1.C.4 of Shaked and
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Shanthikumar (2007) we get

X1 ≥hr Y1 and
h1(x)

k1(x)
↑ in x ⇒ X ≥lr Y

⇒ X ≥hr Y.

Since h1(x) = (m(x))−1 and k1(x) = (r(x))−1, the above result can be re-stated as

X1 ≥hr Y1 and
r(x)

m(x)
↑ in x⇒ X ≥hr Y.

Remark 5.3.2. From Theorem 5.3.1 we get

X ≥lr Y ⇒ X ≥hr Y ⇒ X1 ≥lr Y1,

preserving the likelihood order in the formation of equilibrium distributions. It is not

true that X1 ≥lr Y1 ⇒ X ≥lr Y , by the Remark 1.C.2 of Shaked and Shanthikumar

(2007). Also by the Remark 5.3.1 we get the following result;

X1 ≥lr Y1 and
h1(x)

k1(x)
↑ in x⇒ X ≥lr Y,

or

X1 ≥lr Y1 and
r(x)

m(x)
↑ in x⇒ X ≥lr Y.

The results in the following theorem are straight-forward from the definitions.

Theorem 5.3.2. 1. X ≥hr Y ⇔ (X1 − x|X1 > x) ≥lr (Y1 − x|Y1 > x).

2. X1 ≥lr Y1 ⇔ (X − x|X > x) ≥hr (Y − x|Y > x).

Remark 5.3.3. From Theorems 5.3.1 and 5.3.2 we have

X ≥hr Y ⇔ (X − x|X > x) ≥hr (Y − x|Y > x)

and

X ≥lr Y ⇔ (X − x|X > x) ≥lr (Y − x|Y > x).



5.3. Comparison of equilibrium distributions 115

Theorem 5.3.3. Let X and Y be independent, DMRL random variables, then

min(X1, Y1) ≤lr Z,

where Z is the random variable representing the equilibrium distribution of min(X, Y ).

Proof. The random variable W = min(X1, Y1) has survival function S1(x)T1(x)

and the pmf.,

fW (x) = S1(x− 1) T1(x− 1)− S1(x) T1(x).

Also the pmf. of Z is

fZ(x) =
SZ(x)

E(Z)
=
S(x) T (x)

E(Z)
.

Hence the ratio

fW (x)

fZ(x)
=

S1(x− 1) T1(x− 1)− S1(x) T1(x)

S(x) T (x)
E(Z)

=
E(Z)

S(x)T (x)

[
S(x)m(x)

µ

T (x)r(x)

λ
− S(x+ 1)m(x+ 1)

µ

T (x+ 1)r(x+ 1)

λ

]
=

E(Z)

µλ
[m(x) r(x)− (1− h(x+ 1)) m(x+ 1) (1− k(x+ 1)) r(x+ 1)],

obtained on using (2.15)

=
E(Z)

µλ
[m(x) r(x)− (1−m(x)) (1− r(x))].

Since X and Y are DMRL, the expression in the square braces decreases with respect

to x. Hence W ≤lr Z.

�

The following theorem discusses a refinement on the definition of mean residual

life order.

Theorem 5.3.4.

X ≤mrl Y ⇔
1

S(x)

∞∑
u=y

S(u) ≤ 1

T (x)

∞∑
u=y

T (u),



5.3. Comparison of equilibrium distributions 116

for all y ≥ x.

Proof. By the Definition 2.3.4,

X ≤mrl Y ⇔

∞∑
u=x

T (u)

∞∑
u=x

S(u)

↑ in x

⇔

∞∑
u=y

T (u)

∞∑
u=y

S(u)

≥

∞∑
u=x

T (u)

∞∑
u=x

S(u)

, for all y ≥ x

⇔
∞∑
u=x

T (u)
∞∑
u=y

S(u) ≤
∞∑
u=y

T (u)
∞∑
u=x

S(u), for all y ≥ x. (5.3)

Also,

X ≤mrl Y ⇔ 1

S(x)

∞∑
u=x

S(u) ≤ 1

T (x)

∞∑
u=x

T (u)

⇔

∞∑
u=x

S(u)
∞∑
u=y

S(u)

S(x)
∞∑
u=y

S(u)

≤

∞∑
u=x

T (u)
∞∑
u=y

S(u)

T (x)
∞∑
u=y

S(u)

⇔

∞∑
u=x

S(u)
∞∑
u=y

S(u)

S(x)
∞∑
u=y

S(u)

≤

∞∑
u=y

T (u)
∞∑
u=x

S(u)

T (x)
∞∑
u=y

S(u)

, by using (5.3)

⇔ 1

S(x)

∞∑
u=y

S(u) ≤ 1

T (x)

∞∑
u=y

T (u).

�
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The following theorem immediately follows from the relation,

h1(x) =
1

m(x)
.

Theorem 5.3.5.

X ≤mrl Y ⇔ X1 ≤hr Y1.

Theorem 5.3.6.

X ≤mrl Y ⇒ X1 ≤hr Y1 ⇒ X1 ≤mrl Y1,

preserving the mean residual order in the formation of equilibrium distributions; but

the converse need not be true.

Proof. First, we note that

X ≤hr Y ⇒ h(x) ≥ k(x), for all x ∈ N

⇒ 1− h(x) ≤ 1− k(x)

⇒
y∏

u=x+1

(1− h(u)) ≤
y∏

u=x+1

(1− k(u)), y > x

⇒

y∏
u=0

(1− h(u))

x∏
u=0

(1− h(u))

≤

y∏
u=0

(1− k(u))

x∏
u=0

(1− k(u))

⇒ S(y)

S(x)
≤ T (y)

T (x)
, by (2.15)

⇒ 1

S(x)

y∑
u=x

S(u) ≤ 1

T (x)

y∑
u=x

T (u)

⇒ m(x) ≤ r(x), by taking the limit as y →∞

⇒ X ≤mrl Y.

Hence from Theorem 5.3.5 the conclusion follows. For the converse part, let the
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survival functions of X and Y be respectively

S(x) =


4−x

5
. x = 0, 1, 2, 3

1, x < 0

0, x > 3

and

T (x) =

{ (
1
2

)x+1
, x = 0, 1, 2, . . .

1, x < 0.

Clearly m1(x) < r1(x) and therefore X1 ≤mrl Y1; but m(0) = 5/2 > r(0) = 2,

showing that X ≤mrl Y does not hold. �

Then we have the following result.

Theorem 5.3.7. If m1(x)
r1(x)

is increasing in x, then

X ≤mrl Y ⇔ X1 ≤mrl Y1.

Proof. From 2.17 and h1(x) = 1
m(x)

,

1

m(x)
=

m1(x)−m1(x− 1) + 1

m1(x)

= 1 +
1

m1(x)
− m1(x− 1)

m1(x)
.

Also,

m1(x)

r1(x)
↑ in x ⇔ m1(x)

r1(x)
≥ m1(x− 1)

r1(x− 1)

⇔ r1(x− 1)

r1(x)
≥ m1(x− 1)

m1(x)
.
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Thus if m1(x)
r1(x)

↑ in x,

X ≤mrl Y ⇔ 1 +
1

m1(x)
− m1(x− 1)

m1(x)
≥ 1 +

1

r1(x)
− r1(x− 1)

r1(x)

⇔ X1 ≤mrl Y1.

�

We now discuss the relationships of harmonic mean residual life order with other

partial orders.

Theorem 5.3.8. If X and Y have finite means, then

X1 ≤st Y1 ⇔ X ≤hmrl Y.

Proof.

X1 ≤st Y1 ⇔ S1(x) ≤ T1(x)

⇔ 1

µ

∞∑
u=x+1

S(u) ≤ 1

λ

∞∑
u=x+1

T (u)

⇔ X ≤hmrl Y.

�

Theorem 5.3.9.

X ≤mrl Y ⇒ X ≤hmrl Y.

Proof.

X ≤mrl Y ⇒ m(x) ≤ r(x), for all x

⇒ 1− 1

m(x)
≤ 1− 1

r(x)

⇒
x∏
u=0

(
1− 1

m(u)

)
≤

x∏
u=0

(
1− 1

r(u)

)
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⇒
x∏
u=0

(1− h1(u)) ≤
x∏
u=0

(1− k1(u))

⇒ S1(x) ≤ T1(x)

⇒ X1 ≤st Y1

⇒ X ≤hmrl Y.

�

Remark 5.3.4.

X ≤mrl Y ⇒ X1 ≤st Y1.

Remark 5.3.5.

X ≤hmrl X1 ⇔ X1 ≤st X2.

The following results discuss the relationships of increasing convex order with

other partial orders.

Theorem 5.3.10.

X ≤mrl Y ⇔ (X − x|X > x) ≤icx (Y − x|Y > x).

Proof.

(X − x|X > x) ≤icx (Y − x|Y > x)

⇔ 1

S(x)

∞∑
u=t+1

S(u+ x) ≤ 1

T (x)

∞∑
u=t+1

T (u+ x), t ∈ N

⇔ 1

S(x)

∞∑
u=t+x+1

S(u) ≤ 1

T (x)

∞∑
u=t+x+1

T (u)

⇔ X ≤mrl Y.

�

Remark 5.3.6. In the above theorem, when x = −1,

X ≤mrl Y ⇒ X ≤icx Y.
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Theorem 5.3.11. If X and Y have finite means,

X ≤hmrl Y ⇒ X ≤icx Y.

Proof. From the definition,

X ≤hmrl Y ⇒
1

µ

∞∑
u=x+1

S(u) ≤ 1

λ

∞∑
u=x+1

T (u).

Also

X ≤hmrl Y ⇒ µ ≤ λ

and hence X ≤icx Y. �

Theorem 5.3.12.

X ≤st Y ⇒ X ≤icx Y.

Proof.

X ≤st Y ⇒ S(x) ≤ T (x)

⇒
∞∑

u=x+1

S(u) ≤
∞∑

u=x+1

T (u)

⇒ X ≤icx Y.

�

Theorem 5.3.13. If µ = λ, then

X ≤icx Y ⇒ X1 ≤icx Y1.
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Proof.

X ≤icx Y ⇒
∞∑

u=x+1

S(u) ≤
∞∑

u=x+1

T (u)

⇒ µS1(x) ≤ λT1(x)

⇒ S1(x) ≤ T1(x)

⇒
∞∑

u=x+1

S1(u) ≤
∞∑

u=x+1

T1(u)

⇒ X1 ≤icx Y1.

�

Remark 5.3.7. If µ = λ, then

X ≤icx Y ⇒ S1(x) ≤ T1(x)⇒ X1 ≤st Y1.

The following results discuss some properties of the probability generating order

and its relationship with other partial orders.

Theorem 5.3.14. If µ = λ, then

X ≤pgf Y ⇔ X1 ≤pgf Y1.

Proof.

X ≤pgf Y ⇔
∞∑
u=0

suf(u) ≥
∞∑
u=0

sug(u)

⇔
∞∑
u=0

suS(u) ≤
∞∑
u=0

suT (u)

⇔
∞∑
u=0

suf1(u) ≤
∞∑
u=0

sug1(u), since µ = λ

⇔ X1 ≤pgf Y1.

�
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We now prove the following result, which gives an alternative definition for the

probability generating function order.

Theorem 5.3.15. For all x, y ∈ N and 0 < s < 1,

(X − x− y|X > x+ y) ≤pgf (Y − x|Y > x)⇔

∞∑
u=x+y

su−yS(u)

∞∑
u=x

su−xT (u)

↓ x ∈ N .

Proof.

∞∑
u=x+y

su−x−yS(u)

∞∑
u=x

su−xT (u)

↓ x ∈ N

⇔

∞∑
u=x+y

su−x−yS(u)

∞∑
u=x

su−xT (u)

−

∞∑
u=x+y+1

su−x−y−1S(u)

∞∑
u=x+1

su−x−1T (u)

≥ 0

⇔

[
∞∑

u=x+y

suS(u)

][
∞∑

u=x+1

suT (u)

]
≥

[
∞∑
u=x

suT (u)

][
∞∑

u=x+y+1

suS(u)

]

⇔sx+yS(x+ y)
∞∑
u=x

suT (u) ≥ sxT (x)
∞∑

u=x+y

suS(u)

⇔ 1

S(x+ y)

∞∑
u=x+y

su−x−yS(u) ≤ 1

T (x)

∞∑
u=x

su−xT (u)

⇔(X − x− y|X > x+ y) ≤pgf (Y − x|Y > x), by Definition 2.3.7.

�

Then we have the following results.
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Theorem 5.3.16. For all x ∈ N ,

X ≤hr Y ⇔ (X − x|X > x) ≤pgf (Y − x|Y > x).

Proof.

X ≤hr Y ⇔
S(x)

T (x)
↓ x ∈ N , by Definition 2.3.2

⇔S(u+ x)

T (u+ x)
≤ S(x)

T (x)
, for all x, u ∈ N

⇔S(u+ x)

S(x)
≤ T (u+ x)

T (x)
, for all x, u ∈ N

⇒ 1

S(x)

∞∑
u=0

suS(u+ x) ≤ 1

T (x)

∞∑
u=0

suT (u+ x), for some 0 < s < 1

⇒(X − x|X > x) ≤pgf (Y − x|Y > x), by Definition 2.3.7.

Conversely,

(X − x|X > x) ≤pgf (Y − x|Y > x)

⇔

∞∑
u=x

su−xS(u)

∞∑
u=x

su−xT (u)

↓ x ∈ N , by Theorem 5.3.15

⇔

S(x) +
∞∑

u=x+1

su−xS(u)

T (x) +
∞∑

u=x+1

su−xT (u)

↓ x ∈ N

⇒S(x)

T (x)
↓ x ∈ N , as s→ 0

⇒X ≤hr Y by Definition 2.3.2.

�



Chapter 6

Multivariate Equilibrium

Distributions of Order n

6.1 Introduction

In view of the importance of equilibrium distribution in various fields of applications

and theoretical work, there have been some attempts to generalize it to higher di-

mensions. We present a brief review of some of the important developments in this

context.

Gupta and Sankaran (1998) considered a bivariate extension of the equilibrium

distribution by requiring that the marginal and conditional distributions are of the

equilibrium form. Given a noon-negative random vector (X1, X2) with survival func-

tion

S(x1, x2) = P (X1 > x1, X2 > x2)

they defined a vector (Y1, Y2) with conditional distributions satisfying the properties

g1(y1|Y2 > y2) =
S(y1, y2)

r1(0, y2) S(0, y2)

125
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and

g2(y2|Y1 > y1) =
S(y1, y2)

r2(y1, 0) S(y1, 0)
,

where

ri(x1, x2) = E(Xi − xi|X1 > x1, X2 > x2), i = 1, 2 (6.1)

are the components of the bivariate mean residual life (r1(x1, x2), r2(x1, x2)). They

characterized the Gumbel’s bivariate exponential distribution

SE(x1, x2) = exp[−θ1x1 − θ2x2 − θx1x2],

where x1, x2 > 0, θ1, θ2 > 0, 0 ≤ θ ≤ θ1θ2, the bivariate Pareto distribution (Sankaran

and Nair (1993))

SP (x1, x2) = (1 + a1x1 + a2x2 + bx1x2)−α,

where x1, x2 > 0, a1, a2 > 0, 0 ≤ b ≤ (α + 1)a1a2 and the bivariate beta

SB(x1, x2) = (1− p1x1 − p2x2 + qx1x2)d,

where 0 < x1 <
1
p1
, 0 < x2 <

1−p1x1
p2−qx1 , 1− d ≤ q

p1p2
≤ 1, p1, p2, d > 0, by certain rela-

tionships between hazard rates and mean residual function of (X1, X2) and (Y1, Y2).

Gupta and Sankaran (1998) did not consider

• the form of the joint distribution of (Y1, Y2) arising from the conditional densities

g1 and g2

• and the condition under which g1 and g2 generate a bivariate distribution.

Of the two, the second problem was resolved by Navarro and Sarabia (2010). Navarro

and Sarabia (2010) proposed

fE(x1, x2) =
S(x1, x2)

E(X1, X2)

as the joint density function of the equilibrium random vector (Y1, Y2). A new ver-

sion of the bivariate equilibrium distribution based on conditional distributions were
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presented in Navarro and Sarabia (2010). It is defined as the joint distribution of

(Y1, Y2) determined by

a1(y1|Y2 = y2) =
P (Y1 > y1|Y2 = y2)

E(Y1|Y2 = y2)

and

a2(y2|Y1 = y1) =
P (Y2 > y2|Y1 = y1)

E(Y2|Y1 = y1)
.

They also derived reliability properties of the new version. In the present chapter,

we discuss two different approaches to define MVED of order n and to derive the

properties of the models obtained therefrom. A missing aspect in the earlier papers

in Multivariate equilibrium distributions (MVED) is the expression for the joint dis-

tribution of order n which is essential in comparing the nth order distribution with

the original model and this is rectified in our work.

6.2 Equilibrium distribution based on joint sur-

vival functions

Let X = (X1, X2, . . . , Xp) be a random vector defined on the non-negative orthant

<+
p of the p-dimensional Euclidean space, with absolutely continuous survival function

S(x) = P (X > x) and density function f(x) where x = (x1, x2, . . . , xp) and the

ordering in X > x is component-wise, X1 > x1, . . . , Xp > xp. Then the reliability

concepts relating toX of interest in the sequel are the scalar failure rate (Basu (1971))

k(x) =
f(x)

S(x)
, (6.2)

the vector valued failure rate of Johnson and Kotz (1975)

h(x) = −∇ logS(x),
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where ∇ =
(

∂
∂x1
, ∂
∂x2
, . . . , ∂

∂xp

)
is the p-dimensional gradient operator, so that if

hi(x) is the ith component of h(x)

hi(x) = −∂ logS(x)

∂xi
, i = 1, 2, . . . , p. (6.3)

Further, the mean residual life function of X is (Zahedi (1985))

m(x) = E [X − x|X > x]

with ith component

mi(x) = E[Xi − xi|X > x],

=
1

S(x)

∫ ∞
xi

S(x(i), ti) dti, (6.4)

where (x(i), ti) stands for the vector x in which the ith element xi is replaced by ti.

Differentiating (6.4) partially with respect to xi,

∂mi(x)

∂xi
=

1

S2(x)

[
−S2(x)− ∂S(x)

∂xi

∫ ∞
xi

S(x(i), ti) dti

]
,

= −1 + hi(x) mi(x),

we get the relationship between (6.3) and (6.4) as

hi(x) =
1

mi(x)

(
1 +

∂mi(x)

∂xi

)
, i = 1, 2, . . . , p. (6.5)

We also need the concept of product moment of residual life defined as (Nair et al.

(2004))

P0(x) = E

[
p∏
i=1

(Xi − xi)

∣∣∣∣∣X > x

]
,

=
1

S(x)

∫
(x, ∞)

S(t) dt, (6.6)

where the single integral symbol over (x, ∞) in (6.6) means the p-tuple integral in

which the ith integral has the range (xi, ∞) and t = (t1, t2, . . . , tp). We now introduce
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a definition of MVED of order n which corresponds to the recursive application of

the MVED (of order one) defined in Navarro et al. (2006).

Definition 6.2.1. The multivariate equilibrium distribution of order n based on S(x)

is defined recursively through the relations

Sn(x) =

∫
(x, ∞)

Sn−1(t) dt∫
(0, ∞)

Sn−1(t) dt
, n = 1, 2, . . . (6.7)

with S0(x) = S(x) and

µn =

∫
(0, ∞)

Sn(t) dt.

Some interpretations offered to the univariate equilibrium distributions can be ex-

tended to the MVED’s as well. Firstly, Sn(x) is the weighted distribution of Sn−1(x)

with weight function as the reciprocal of the multivariate failure rate (This prop-

erty was noted by Navarro et al. (2006) for S1). To see this, we note that the

weighted density function corresponding to fn−1(x), the density of Sn−1(x), with

weight [kn−1(x)]−1, becomes

fw(x) =
[kn−1(x)]−1 fn−1(x)

E [(kn−1(X))−1]
,

= Sn−1(x)

[∫
(0, ∞)

Sn−1(x)

fn−1(x)
fn−1(x) dx

]−1

,

= Sn−1(x)

[∫
(0, ∞)

Sn−1(x) dx

]−1

.

The last expression is the density function corresponding to Sn(x). Secondly, in the

univariate case, if X is a non-negative random variable with density function f(x),

then the distribution of WZ is the equilibrium distribution, where W is the length

biased random variable of X specified by the density function

fW (x) =
x f(x)

E(X)

and Z is uniform over (0, 1) independently of W .
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We give an interpretation of Sn(x) in terms of uniform random variables and

size-biased distributions in the next theorem.

Theorem 6.2.1. The MVED of order n corresponding to X is the joint distribution

of Y = (Y1, Y2, . . . , Yp) where Yi = WiZi, W = (W1,W2, . . . ,Wp) has multivariate

size-biased distribution of order n with density function

fW (x) =
xn1x

n
2 · · ·xnp

E(Xn
1X

n
2 · · ·Xn

p )
fX(x),

fX(x) being the density function of X and Zi are independent random variables

each being the minimum of n independent and identically distributed uniform random

variables over (0, 1). Further, Wi’s and Zi’s are independent.

Proof. The density function of Zi is

fZi(ui) = n (1− ui)n−1, 0 < ui < 1.

Using the independence of W and Z = (Z1, Z2, . . . , Zp), the joint density of (W ,Z)

becomes

f(W ,Z)(x,u) =
xn1x

n
2 · · ·xnp

E(Xn
1X

n
2 · · ·Xn

p )
fX(x) np

p∏
i=1

(1− ui)n−1.

The Jacobian of the transformation Y = (W1Z1,W2Z2, . . . ,WpZp) is∣∣∣∣∣
(
∂Wi

∂Yj

)
p×p

∣∣∣∣∣
∣∣∣∣∣
(
∂Zi
∂Zj

)
p×p

∣∣∣∣∣ =

p∏
i=1

1

Zi

and the joint distribution of Y and Z has density

f(Y ,Z)(y,u) =
np fX

(
y1
u1
, . . . , yp

up

)
E(Xn

1X
n
2 · · ·Xn

p )

p∏
i=1

[(
yi
ui

)n
(1− ui)n−1u−1

i

]

The last expression gives the marginal density of Y as

fY (y) =

∫
(0,1)

f(Y ,Z)(y,u) du,
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= (−1)p
∫

(y,∞)

np

E(Xn
1X

n
2 · · ·Xn

p )
fX(x)

[
p∏
i=1

−yi
x2
i

xn+1
i

yi

(
1− yi

xi

)n−1
]
dx,

=
np

E(Xn
1X

n
2 · · ·Xn

p )

∫
(y,∞)

[
p∏
i=1

(ti − yi)n−1

]
fX(t) dt

and also its survival function as

SY (y) =

∫
(y,∞)

fY (t) dt,

=
np

E(Xn
1X

n
2 · · ·Xn

p )

1

np

∫
(y,∞)

[
p∏
i=1

(ti − yi)n
]
fX(t) dt, by Remark 6.2.4,

= SX(y)

E

[
p∏
i=1

(Xi − yi)n|X > y

]
E(Xn

1X
n
2 · · ·Xn

p )
,

which coincides survival function of Xn obtained in Theorem 6.2.4. �

Let Xn = (Xn,1, Xn,2, . . . , Xn,p) be the random vector having survival function

Sn(x) with

µn,p = E(Xn,1Xn,2 · · ·Xn,p),

=

∫
(0, ∞)

Sn(t) dt <∞.

Then we have the following theorems as a consequence of equations (13) and (14) in

Navarro et al. (2006).

Theorem 6.2.2.

kn(x) =
1

Pn−1(x)
, n = 1, 2, . . . (6.8)

where kn(x) is the scalar failure rate of Xn and

Pn(x) =
1

Sn(x)

∫
(x, ∞)

Sn(t) dt.
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Proof. From (6.7), the density function of Xn is

fn(x) =
Sn−1(x)

µn−1,p

and hence by (6.2), the scalar failure rate of Xn is

kn(x) =
fn(x)

Sn(x)
,

=
Sn−1(x)∫

(x,∞)

Sn−1(t) dt
, by (6.7),

=
1

Pn−1(x)
.

�

Theorem 6.2.3. The vector-valued failure rate hn(x) of Xn is related to Pn(x) by

hn(x) = hn−1(x)−∇ logPn−1(x), n = 1, 2, . . . . (6.9)

Proof. By the definition in (6.3), the ith component of hn(x) is

hn,i(x) =
−∂Sn(x)

∂xi
,

=
−1

µn−1,p

∂

∂xi
(Sn−1(x)Pn−1(x)) ,

=
−∂Sn−1(x)

∂xi
− ∂Pn−1(x)

∂xi
,

= hn−1,i(x)− ∂Pn−1(x)

∂xi
, i = 1, 2, . . . , p. (6.10)

Applying (6.10) into vector form, (6.9) follows. �

Remark 6.2.1. We get a specific relation between vector and scalar failure rates by

using (6.8) in (6.9) as

hn(x) = hn−1(x) +∇ log kn(x)
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.

Remark 6.2.2. The main objective of studying equilibrium distributions is to compare

its properties with those of the baseline distribution S(x). Equations (6.8) and (6.9)

can be used for this purpose in the context of reliability analysis. Further from

Sn(x) =
Sn−1(x) Pn−1(x)

µn−1,p

we get the following relationship between Sn(x) and S(x)

Sn(x) =
P0(x)P1(x) · · ·Pn−1(x)

µ0,p µ1,p · · ·µn−1,p

S(x), n = 1, 2, . . . (6.11)

where µ0,p = E(X1X2 · · ·Xp).

A more explicit relationship is stated in the next theorem.

Theorem 6.2.4.

Sn(x) =
E [(X1 − x1)n · · · (Xp − xp)n|X > x]

E(Xn
1X

n
2 · · ·Xn

p )
S(x), n = 1, 2, . . . . (6.12)

Proof. From the definition (6.7), specializing for n = 1,

µ0,p S1(x) =

∫
(x, ∞)

S(t) dt,

=

∫
(x, ∞)

[
p∏
i=1

(ti − xi)

]
f(t) dt,

= E

[
p∏
i=1

(Xi − xi)

∣∣∣∣∣X > x

]
S(x). (6.13)

Further, using (6.13),

µ0,p

∫
(x,∞)

S1(t) dt =

∫
(x,∞)

∫
(t, ∞)

S(y) dy dt,

=

∫
(x,∞)

[
p∏
i=1

(ti − xi)

]
S(t) dt,
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on successive partial integration of each of the integrals from (xi,∞). Again by partial

integration on the right side,

µ0,p

∫
(x,∞)

S1(t) dt =

∫
(x,∞)

1

(2!)p

[
p∏
i=1

(ti − xi)2

]
f(t) dt,

=
1

(2!)p
E

[
p∏
i=1

(Xi − xi)2

∣∣∣∣∣X > x

]
S(x).

Once again, from (6.7) and then on successive partial integration discussed above, we

obtain

µ0,pµ1,p

∫
(x,∞)

S2(t) dt = µ0,p

∫
(x,∞)

∫
(t,∞)

S1(y) dy dt,

=

∫
(x,∞)

∫
(t,∞)

∫
(y,∞)

S(z) dz dy dt,

=

∫
(x,∞)

[
p∏
i=1

(ti − xi)

]∫
(t,∞)

S(y) dy dt,

=

∫
(x,∞)

1

(2!)p

[
p∏
i=1

(ti − xi)2

]
S(t) dt,

=

∫
(x,∞)

1

(3!)p

[
p∏
i=1

(ti − xi)3

]
f(t) dt,

=
1

(3!)p
E

[
p∏
i=1

(Xi − xi)3

∣∣∣∣∣X > x

]
S(x).

Proceeding along the same lines and using (6.7) repeatedly for n = 2, 3, . . . we find

that for any positive integer m

µ0,pµ1,p · · ·µm−1,p

∫
(x, ∞)

Sm(t) dt =

E

[
p∏
i=1

(Xi − xi)m+1

∣∣∣∣∣X > x

]
[(m+ 1)!]p

S(x) (6.14)

and from (6.7)

µ0,pµ1,p · · ·µm,pSm+1(x) =

E

[
p∏
i=1

(Xi − xi)m+1

∣∣∣∣∣X > x

]
[(m+ 1)!]p

S(x). (6.15)
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As x→ 0p in (6.15), where 0p is a p-vector of zeroes,

µ0,pµ1,p · · ·µm,p =
1

[(m+ 1)!]p
E[Xm+1

1 · · ·Xm+1
p ] (6.16)

and hence, using (6.16) in (6.14), we recover the form (6.12). �

Remark 6.2.3. From equation (6.16) we find that

µn−1,p =
E(Xn

1X
n
2 · · ·Xn

p )

npE(Xn−1
1 Xn−1

2 · · ·Xn−1
p )

.

Further the covariance between Xi,n−1 and Xj,n−1 in terms of the original variable,

becomes

Cov(Xi,n−1, Xj,n−1) = n−2

[
E(Xn

i X
n
j )

E(Xn−1
i Xn−1

j )
−

E(Xn
i )E(Xn

j )

E(Xn−1
i )E(Xn−1

j )

]
, n = 1, 2, . . . .

The last relation can be employed to compare the dependence structure of the baseline

distribution and its nth order MVED.

Remark 6.2.4. We can see that∫
(x,∞)

∫
(t,∞)

[
p∏
i=1

(yi − ti)n
]
f(y) dy dt

= (n!)pµ0,pµ1,p · · ·µn−1,p

∫
(x,∞)

Sn(t) dt, by (6.15),

= (n!)pµ0,pµ1,p · · ·µn,pSn+1(x), by (6.7),

=
(n!)p

[(n+ 1)!]p
E

[
p∏
i=1

(Xi − xi)n+1

∣∣∣∣∣X > x

]
S(x), again by (6.15),

=
1

(n+ 1)p

∫
(x,∞)

[
p∏
i=1

(ti − xi)n+1

]
f(t) dt.

Remark 6.2.5. From (6.14) and (6.15), we get

Pn(x) =
1

Sn(x)

∫
(x, ∞)

Sn(t) dt,
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=
E[(X1 − x1)n+1 · · · (Xp − xp)n+1|X > x]

(n+ 1)p E[(X1 − x1)n · · · (Xp − xp)n|X > x]

and

P0(x) · · ·Pn−1(x) =
1

(n!)p
E[(X1 − x1)n · · · (Xp − xp)n|X > x]. (6.17)

Remark 6.2.6. The marginal distributions of Xn are the nth order equilibrium dis-

tributions of the corresponding marginal distributions of X.

6.3 Equilibrium distributions based on conditional

distributions

Chatterjee and Mukherjee (2000, p. 125) introduced higher order equilibrium distri-

butions in the multivariate set up by generating a sequence of equilibrium distribu-

tions corresponding to a survival function R(x) for all positive integers n through the

definition

Ri,n+1(x) =

∫ ∞
xi

Ri,n(x(i), ti) dti∫ ∞
0

Ri,n(x(i), ti) dti

(6.18)

and state that Ri,n+1(x) represents a proper multivariate reliability function in the

usual sense. We note that the ratio on the right hand side when n = 0 depends on i

and is in-fact ∫ ∞
xi

P (Xi > ti|X(i) > x(i)) dti∫ ∞
0

P (Xi > ti|X(i) > x(i)) dti

representing the equilibrium distribution of the univariate conditional distribution

of Xi given X(i) > x(i) where x(i) = (x1, x2, . . . , xi−1, xi+1, . . . , xp). Further these

conditional densities may not be compatible as pointed out in Navarro et al. (2006).

For any random vector X = (X1, X2, . . . , Xp) and i = 1, 2, . . . , p a necessary and

sufficient condition for compatibility of conditional distributions P (Xi|X(i) > x(i)) is
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that for each i 6= j
P (Xi > xi|X(i) > x(i))

P (Xj > xj|X(j) > x(j))
=
Aj(x(j))

Ai(x(i))

where Aj(x(j)) are survival functions (Arnold (1994)). In view of the above facts, we

modify the definition of Chatterjee and Mukherjee (2000) of the MVED corresponding

to a survival function S(x) in <+
p in the following manner.

Definition 6.3.1. The MVED of X in <+
p with survival function S(x) is defined as

the joint survival function of Y1 = (Y1,1, Y1,2, . . . , Y1,p) determined by the conditional

survival functions

R1,i(x) = P (Y1,i > xi|Y1,(i) > x(i)),

=

∫ ∞
xi

S(x(i), ti) dti∫ ∞
0

S(x(i), ti) dti

,

=

∫ ∞
xi

S(ti|x(i)) dti∫ ∞
0

S(ti|x(i)) dti

, i = 1, 2, . . . (6.19)

where S(ti|x(i)) = P (Xi > ti|X(i) > x(i)) are subject to the compatibility condition

mentioned above. It is easy to see that

R1,i(x) =
mi(x) S(xi|x(i))

E[Xi|X(i) > x(i)]
.

In the next theorem, we find the joint survival function R1(x) of Y1.

Theorem 6.3.1. Equation (6.19) characterizes the distribution of Y1 through the

survival function

R1(x) = S(x)

p∏
i=1

E[(Xi − xi)|X1 > x1, X2 > x2, . . . , Xi > xi]

E[Xi|X1 > x1, X2 > x2, . . . , Xi−1 > xi−1]
. (6.20)
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Proof. Allowing x(1) → 0p−1 in (6.19) where 0p is a p-vector of zeroes,

P (Y1,1 > x1) =
m1(x1,0p−1) S(x1,0p−1)

m1(0p)
.

Again when xi → 0, for i = 3, 4, . . . , p,

P (Y1,2 > x2|Y1,1 > x1) =
m2(x1, x2,0p−2) S(x1, x2,0p−2)

m2(x1,0p−1) S(x1,0p−1)

so that from the last two equations

P (Y1,1 > x1, Y1,2 > x2) =
m1(x1,0p−1) m2(x1, x2,0p−2)

m1(0p) m2(x1,0p−1)
S(x1, x2,0p−2).

Proceeding like this, by induction

R1(x) = S(x)

p∏
i=1

mi(x1, x2, . . . , xi,0p−i)

mi(x1, x2, . . . , xi−1,0p−i+1)
(6.21)

which is the same as (6.20). Hence (6.19) implies (6.20). The converse is obtained

directly from (6.21). �

Remark 6.3.1. There are other (p − 1) equivalent representations for R1(x), by

starting with any of the Y1,i and adopting a proof similar to that of Theorem 6.3.1.

Remark 6.3.2. From (6.21),

P (Y1,i > xi) =
mi(0, 0, . . . , xi, 0, . . . , 0)

E(Xi)
P (Xi > xi)

showing that all univariate marginals are equilibrium distributions of the correspond-

ing univariate distribution of X.

With the above definition of MVED, our new definition of MVED of order n is as

follows.

Definition 6.3.2. Let Yn = (Yn,1, Yn,2, . . . , Yn,p) be a random vector in <+
p with sur-
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vival function Rn(x) determined by

Rn,i(x) = P (Yn,i > xi|Yn,i > x(i)),

=

∫ ∞
xi

Rn−1(xi, ti) dti∫ ∞
0

Rn−1(xi, ti) dti

, n = 1, 2, 3, . . . (6.22)

with R0(x) = S(x). Then Rn(x) is called the nth order MVED corresponding to

S(x).

The joint distribution of Yn is derived in the next theorem.

Theorem 6.3.2.

Rn(x) = S(x)

p∏
i=1

E[(Xi − xi)n|X1 > x1, X2 > x2, . . . , Xi > xi]

E[Xn
i |X1 > x1, X2 > x2, . . . , Xi−1 > xi−1]

. (6.23)

Proof. Equation (6.20) provides the relationship between a survival function and

its equilibrium distribution. Applying it to the random vector Y1,

R2(x) = R1(x)

p∏
i=1

E[Y1,i − xi|Y1,1 > x1, Y1,2 > x2, . . . , Y1,i > xi]

E[Y1,i|Y1,1 > x1, Y1,2 > x2, . . . , Y1,i−1 > xi−1]
.

Now,

E[Y1,1 − x1|Y1,1 > x1] =
1

R1(x1,0p−1)

∫ ∞
x1

R1(t,0p−1) dt,

=
1

R1(x1,0p−1)

∫ ∞
x1

[∫ ∞
t

S(y,0p−1)

E(X1)
dy

]
dt, by (6.22),

=
1

R1(x1,0p−1)

∫ ∞
x1

(t− x1)

E(X1)
S(t,0p−1) dt,

=
1

R1(x1,0p−1)

∫ ∞
x1

(t− x1)2

2E(X1)
f(t,0p−1) dt,

=
E[(X1 − x1)2|X1 > x1] S(x1,0p−1)

2E(X1) R1(x1,0p−1)
,
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on using integration by parts in the integral on the right side. As x1 → 0,

E(Y1,1) =
E(X2

1 )

2E(X1)
.

Then,

E[Y1,1 − x1|Y1,1 > x1]

E(Y1,1)
=

S(x1,0p−1) E[(X1 − x1)2|X1 > x1]

E(X2
1 ) R1(x1,0p−1)

,

=
E[(X1 − x1)2|X1 > x1]

E(X2
1 )

E(X1) S(x1,0p−1)∫∞
x1
S(t,0p−1) dt

, by (6.22),

=
E[(X1 − x1)2|X1 > x1]

E(X2
1 )

E(X1)

E[(X1 − x1)|X1 > x1]
.

By the same type of calculation for any i = 1, 2, . . . , p,

E[Y1,i − xi|Y1,1 > x1, . . . Y1,i > xi]

E[Y1,i|Y1,1 > x1, . . . Y1,i−1 > xi−1]
=

[
E[Xi|X1 > x1, . . . , Xi−1 > xi−1]

E[(Xi − xi)|X1 > x1, . . . , Xi > xi]
×

E[(Xi − xi)2|X1 > x1, . . . , Xi > xi]

E[X2
i |X1 > x1, . . . , Xi−1 > xi−1]

]
.

Hence

R2(x) = S(x)

p∏
i=1

E[(Xi − xi)2|X1 > x1, X2 > x2, . . . , Xi > xi]

E[X2
i |X1 > x1, X2 > x2, . . . , Xi−1 > xi−1]

on using the expression for R1(x) in (6.20). Finally (6.23) is arrived at by induction

on n. �

Remark 6.3.3. All univariate marginals of Yn are equilibrium distributions of the

corresponding marginals of Yn−1 by Remark 6.3.2. The same property need not hold

for higher dimensional marginals.

Equation (6.23) enables to establish some identities connecting the reliability char-

acteristics of Yn and X. If

Λn(x) = (Λn,1(x),Λn,2(x), . . . ,Λn,p(x))
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is the vector failure rate of Yn, so that

Λn,i(x) = − ∂

∂xi
logRn(x),

we have by logarithmic differentiation of (6.23) with respect to xp,

Λn,p(x) = hp(x)−
∂
∂xp

E[(Xp − xp)n|X > x]

E[(Xp − xp)n|X > x]

or, in general

Λn,i(x) = hi(x)−
∂
∂xi
E[(Xi − xi)n|X > x]

E[(Xi − xi)n|X > x]
, i = 1, 2, . . . , p. (6.24)

Chatterjee and Mukherjee (2000) proved that

Λn,i(x) =
1

Mn−1,i(x)
, (6.25)

where Mn(x) = (Mn,1(x),Mn,2(x), . . . ,Mn,p(x)) is the mean residual life of Yn, so

that from (6.4) and (6.5),

Mn,i(x) =
1

Rn(x)

∫ ∞
xi

Rn(x(i), ti) dti,

=
1

Rn(xi|x(i))

∫ ∞
xi

Rn(ti|x(i)) dti,

Λn,i(x) =
1 + ∂

∂xi
Mn,i(x)

Mn,i(x)
.

Hence

Mn−1,i(x) =
Mn,i(x)

1 + ∂
∂xi
Mn,i(x)

(6.26)

and

Λn−1,i(x) = Λn,i(x)−
∂
∂xi

Λn,i(x)

Hn,i(x)
(6.27)

are recurrence relations connecting the failure rates and mean residual life functions

of the MVED’s of order n and n− 1. The expression Mn,i(x) in terms of the random
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vector X is

Mn,i(x) =
E[(Xi − xi)n|Xi > xi]

nE[(Xi − xi)n−1|Xi > xi]
.

6.4 Characterizations

In this section, we derive characterizations of some multivariate distributions by prop-

erties of their higher order equilibrium distributions. In the univariate case it is well-

known that the only distribution for which the original and equilibrium distributions

are identical is the exponential. We now look at multivariate analogues of this result.

Theorem 6.4.1. The only absolutely continuous multivariate distribution for which

Sn(x) is always equal to S(x) for two consecutive values of n and all x > 0 is the

mixture of exponentials with density function

f(x) =
1

µp

∫
(0, ∞)

exp(−xλT ) ν(dλ), x > 0, λ = (λ1, . . . , λp) > 0 (6.28)

where ν is a probability measure on the event that

λ1λ2 · · ·λp =
1

µp
.

Proof. Let Sn(x) and S(x) be identical for n = m,m+ 1. Then from (6.11),

Pm(x) = µm,p.

Further,

µm,p =

∫
(0,∞)

Sm(x) dx,

=

∫
(0,∞)

S(x) dx

is independent of m. Hence Pm(x) = µp, say, which is independent of x as well. Thus
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Pm(x) is a constant and hence from (6.8),

km+1(x) =
1

µp
.

From Puri and Rubin (1974), for a given µp > 0, the only absolutely continuous distri-

bution with constant failure rate is (6.28). Conversely, when X has the distribution

specified by (6.28), direct calculations yield Sn(x) = S(x). �

Remark 6.4.1. The above theorem also follows from Puri and Rubin (1974) and

Navarro et al. (2006, p. 58).

Theorem 6.4.2. For the random vectors X and Yn defined on Section 6.3, the

survival function S(x) is always equal to Rn(x) for all x > 0 if and only if X follows

Gumbel’s multivariate exponential distribution with survival function

S(x) = exp

[
−

p∑
i=1

λi xi −
p∑

i<j, i,j=1

λij xixj − . . .− λ12...p x1x2 · · · xp

]
. (6.29)

Proof. Since the vector failure rate determines the corresponding multivariate dis-

tribution uniquely (Galambos and Kotz (1978, p. 129)), when S(x) and Rn(x) are

identical, their failure rates must be the same, which means that Λn,i(x) = hi(x).

Hence from (6.24)
∂

∂xi
E[(Xi − xi)n|X > x] = 0.

This implies

E[(Xi − xi)n|X > x] = ci(x(i)), i = 1, 2, . . . , p

a function independent of xi, or

n

∫ ∞
xi

(ti − xi)n−1S(ti|x(i)) dti = ci(x(i)) S(xi|x(i)).

Differentiating the last equation successively with respect to xi, leads to the nth order

partial differential equation

S(xi|x(i)) = ci(x(i))
(−1)n

n!

∂n

∂xni
S(xi|x(i)).
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Adopting the method of proof in solving a similar differential equation in Theorem

2.3.2 in Galambos and Kotz (1978, p. 33) we find

S(xi|x(i)) = exp[−bi(x(i)) xi].

This gives the ith component of the vector valued failure rate as

hi(x) = − ∂

∂xi
logS(xi|x(i)),

= bi(x(i)),

which is independent of xi. Now by Theorem 5.4.11 in Galambos and Kotz (1978, p.

129) X follows Gumbel’s multivariate exponential distribution. Conversely,

E [(Xi − xi)n|X > x] =
1

S(x)

∫
(x, ∞)

(t− xi)n
∂pS(x)

∂x1 · · · ∂xp
dx1 · · · dxp,

=
1

S(x)

∫ ∞
xi

(t− xi)n
∂S(x)

∂xi
dxi.

Substituting (6.29) for S(x) and integrating by parts successively, we find

E[(Xi − xi)n|X > x] =n!

[
λi +

p∑
j 6=i, j=1

λij xj +

p∑
j,k 6=i, j<k=1

λijk xjxk + . . .+

λ12...p

p∏
j 6=i, j=1

xj

]−n
, i = 1, 2, . . . , p. (6.30)

Since (6.30) is independent of xi, from (6.24)

Λn,i(x) = hi(x), i = 1, 2, . . . , p.

Thus the failure rates of Rn(x) and S(x) are the same and hence Rn(x) is identical

with S(x). This completes the proof. �



Chapter 7

Conclusions and Future Work

The present thesis has considered various aspects of equilibrium distributions of or-

der n in discrete, continuous and multivariate cases. Emphasis is given to establish

results related to relationships among reliability characteristics, characterization of

distributions, ageing criteria and stochastic orders of equilibrium distributions.

Chapter 1 was intended to make a brief introduction on equilibrium distributions

and their applications, which explain the motivation and objectives of the present

study.

In the beginning of Chapter 2, we presented some basic concepts in reliability

that help to explain the existing results as well as the results obtained in the sub-

sequent chapters. After that, a brief discussion on the existing results was made,

which included both continuous and discrete cases. The review included the origin

and interpretations, characterizations, stochastic orders and ageing of equilibrium

distributions and their higher orders.

In Chapter 3, we considered equilibrium distributions of non-negative continuous

random variables representing lifetimes of components or devices. First, we derived

some basic identities that have importance in reliability theory. The survival function

of equilibrium distribution of order n and that of the baseline (original) distribution

were linked through the moments of the residual lives of the original distribution.

Further, the hazard rate and the mean residual life function of the higher order equi-
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librium distribution were expressed in terms of their respective lower orders. We also

derived the identity connecting the mean residual life functions of the original distri-

bution, the equilibrium distribution of order n and the residual life distribution of the

equilibrium renewal process. These identities were then used to establish some char-

acterization results involving generalized Pareto distribution and generalized mixture

of exponential distributions. An approach using the characteristic function was also

used to deduce a characterization result involving mixture of gamma distributions

and exponential distribution. In the final section of the chapter, we established some

alternative definitions for the ageing notions - IFR, DMRL, DVRL and GIMRL in

terms of partial orders of equilibrium distributions and their residual lives.

Chapter 4 dealt with higher order equilibrium distributions in discrete time and

their various aspects in reliability. We derived some basic identities that have signifi-

cance in reliability theory. The survival function of nth order equilibrium distribution

was expressed in terms of the survival function and the residual life moments of the

original distribution. It was further noted that the former can be expressed in terms of

the stop - loss moments of the same order. The factorial moment generating function

was linked to the factorial moments of the original distribution. From this identity the

relation between the factorial moments of the higher order equilibrium distribution

and that of the baseline distribution were obtained. It was then explained that the

equilibrium distributions can be viewed as a weighted distribution in the discrete. The

above discussed identities were employed to establish some characterization results

of geometric, Waring and negative hyper-geometric distributions. The characteriza-

tions involve survival functions, hazard rates, mean residual life functions and stop -

loss moments. After this a discussion on the higher order equilibrium distributions

of mixture of distributions was made. These were illustrated with negative binomial

distribution mixed with finite range beta and binomial distribution mixed with beta.

Finally, some ageing notions of higher order equilibrium distributions were discussed.

The ageing notions involve IFR, DMRL, IFR(2), DVRL, UBA, UBAE, NBU, NBUE,

NBUC, NBUFR and NBUFRA. Various implications of the above notions of lower

order and higher order equilibrium distributions were also established.

Chapter 5 also dealt with higher order equilibrium distributions in discrete time

and their various aspects in reliability. Here we compared the baseline distribution

with their higher order equilibrium distributions as well as the equilibrium distri-
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butions of two different variables in terms of stochastic orders. By comparing the

baseline and the nth order equilibrium distributions, we have established several in-

terpretations of the ageing concepts - DMRL, IFR, DVRL, NBU, NBUE, NBUC,

NBRU and NBRUE. Later, we have examined various implications among the par-

tial orders such as hazard rate order, likelihood ratio order, mean residual life order,

stochastic order, harmonic mean residual life order, increasing convex order and prob-

ability generating function order of equilibrium distributions of two different random

variables. It is being revealed that some of the reversed implications do not hold and

have presented examples to support the claim.

In the Chapter 6, we discussed the equilibrium distribution of higher orders in

higher dimension. At first, two different approaches were made to define the mul-

tivariate equilibrium distributions of order n. They are distribution based on joint

survival functions and the distribution based on conditional distributions. We have

deduced that multivariate equilibrium distribution of order n can be viewed as the

distribution of a random vector, whose components are the product of two indepen-

dent random variables one has the marginal distribution of a multivariate size biased

distribution of order n and the other is the minimum of n independent and iden-

tically distributed uniform random variables over (0, 1). We have extended several

results of univariate equilibrium distributions to multivariate cases. Using these re-

sults, we have established some characterizations involving mixture of exponentials

and Gumbel’s multivariate exponential distribution.

In the previous chapters we have seen that more results and findings are required

to make more advanced study in connection with equilibrium distributions of higher

orders. Some of the areas that need more emphasis are ageing criteria and stochastic

orders based on higher order discrete equilibrium distributions, ageing properties of

higher order multivariate equilibrium distributions and their applications to systems.

Further research in these directions is in progress.
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