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by
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Text Summarization is an area of research in Natural Language Processing.
Extractive summarization is the creation of a concise text of a lengthy document
by selecting the most important sentences. The proposed work creates extractive
summary by modeling text as Intuitionistic Fuzzy Hypergraphs (IFHG). The
IFHG 1is subjected to morphological operations like dilation and erosion.
Summary is created by designing a morphological filter operator using these
dilation and erosion. Two systems are developed, one which works for English

documents and another for Malayalam documents.

The input text passes through a preprocessing phase, namely stemming, where
the tokens are converted to their root form. A Malayalam lemmatizer is
developed using tree-based method, where the suffix forms a path in the tree and
the replacement forms the leaf. The preprocessed text is subjected to the
clustering phase, where spectral partitioning of the hypergraph is applied to form
clusters. For each cluster, IFHG is formed, upon which the summary filter is
designed. Two types of IFHG modeling is done in the proposed work. In one
method, sentences are modeled as hyperedges and words are modeled as nodes.
In the second method, documents are modeled as hyperedges and keywords are
modeled as nodes. This is a premier work which models text as IFHG and

creates summary using a morphological filter.
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Chapter 1

Introduction

1.1 Motivation and scope of the work

Today, most of the documents available online are very lengthy and they require
much time to fully read and comprehend it. In a world of busy schedule, even
reading newspapers of 20-40 pages, consumes much of the morning time. Here
comes the importance of automatic text summarization in daily life. Text
Summarization is the process of creating a short summary of a lengthy text
without losing core information. When it is automated, it is done by a software
by taking into consideration, the important information in it, its length and
many such aspects. Summarization has been getting extended to several other

areas like image summarization, video summarization etc.

Summarization gives the required and important information in a nutshell.
Moreover summaries save storage space. A cluster is a group of similar items.
Documents when clustered, results in placing similar documents together in one
cluster. Information retrieval from a clustered collection is more efficient than
from a scattered collection of articles. Summarization is useful in the field of
news summarization, summarization of technical reports, weather forecasting,

medical report summarization etc.
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1.2 Problem statement

Given a collection of articles, the proposed system groups them in to clusters
based on various domains. For each cluster an extractive summary is created.
Two systems are developed, one which summarizes English documents, the other
which summarizes Malayalam documents. For processing Malayalam documents,

a Malayalam lemmatizer is also developed.

The proposed system accepts text written in English and Malayalam languages.
The text is subjected to preprocessing tasks like removal of punctuation marks,
removal of special characters and removal of stop words. Stop words are words
which do not contribute to the theme of the text. After stop word removal, words
in the text are subjected to lemmatization, where the words are converted to their
root form. A Malayalam lemmatizer is developed which identifies the suffix in the
word and substitutes it with the replacement. This lemmatizer is developed using

two methods namely:

1. Dictionary-based method.

2. Tree-based method.
Once the words in the text are lemmatized, clustering is done in order to put
similar texts in one group. This clustering should be done such that there is more
intra-cluster similarity. Clustering is done in four methods such as the following:

1. Modeling text as a simple graph.

2. Modeling text as a weighted graph.

3. Modeling text as a hypergraph.

4. Modeling text as a weighted hypergraph.
In hypergraph modeling, sentences are modeled as hyperedges and words in the
sentences are modeled as nodes. Weights are assigned to the nodes by taking the
term frequency of the words. Weights of the hyperedges/sentences are calculated

by taking the sum of all node weights in it. The graph/hypergraph is subjected to

spectral partitioning method, by considering the eigen values and eigen vectors of
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the laplacian matrix L = D, — A, where D, is a diagonal matrix of node degrees
and A is the adjacency matrix of the graph. The weighted hypergraph method
gives a better result in clustering.

An IFHG, Hip = (H", H®, (ftn, Yn)s (fte;Ye)) is formed for each cluster formed
from the spectral partitioning of the text, where H™ are the nodes, H® are the
hyperedges, p, is the membership degree of the node, v, is the non-membership
degree of the node, pi. is the membership degree of the hyperedge and . is the non-
membership degree of the hyperedge. Here nodes are words and hyperedges are
sentences in the text. The pair of degrees (1, ,) are assigned based on whether
the words belong to the priority set or non-priority set. The pair of degrees (e, 7Ve)
of the hyperedges/sentences depends on the degree of the nodes/words in them.
Several morphological operations are done on such a text IFHG. Dilation is a

morphological operation applied on IFHG. It is of two types:

1. Dilation w.r.to hyperedges-6¢(X™).

2. Dilation w.r.to nodes-6"(X*).

Union/intersection of these dilations are done and tested for retrieving the priority
words/sentences in the text. Morphological operations are done by creating a sub-
IFHG X of the parent IFHG H;r. De Morgan’s law with sub-IFHGs is also tested.

Erosion is another morphological operation which is again of two types namely:

1. Erosion w.r.to hyperedges-¢(X").

2. Erosion w.r.to nodes-£"(X°¢).

Union/intersection of these erosions are tested which retrieves priority words and
sentences from the text. A disjoint graph partitioning algorithm for IFHG is
designed with the help of these dilations and erosions. A composition operator is
applied on these dilations and erosions which results in a filter design. Such a

summary filter applied on a text produces text summary.

We come across different types of text summaries [1] like headlines; outlines,
minutes, previews, synopses, reviews, digests, bulletins, histories etc in our daily
life. So far, researchers all over the world in this field have developed different
methods to create a good concise version of the vast documents. They are

briefed in the following sections.
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1.3 Tensor flow model

The Google Brain Team developed an algorithm which creates a summary by
extracting interesting parts of the text and rephrasing them to create an
abstractive summarization. This tensor flow model is a sequence-to-sequence
model [2] which generates headlines from the input sentences. Many candidate
headlines are formed from which the most suitable one is selected. The method
uses a bidirectional Gated Recurrent Unit(GRU) encoder and a GRU decoder.
Implementation proceeds through several phases like bucketing, attention

mechanism and beam search.

1.4 Term frequency - inverse document

frequency (TF-IDF) method

In this model, documents are represented using the TF-IDF scores of words in
the document. TF is the average number of occurrences of a word per sentence
in a document. IDF value is computed based on the whole document. The
importance of TF-IDF is well understood, and it is referred as a sentence
weighing method [3]. The method of optimizing summarization [4] by first
categorizing the documents on the basis of TF-IDF and then ranking the
sentences using the existing scores to avoid redundant information, has
outperformed other summarization tools. Each document is represented as a
three-dimensional vector where each weight corresponds to one of the three
categories of the document. FEach weight is calculated as a combination of
TF-IDF. Sentences are ranked using a score called SumBasic score. SumBasic
score of a sentence calculates the importance of a sentence based on the word
frequency. But in this summarization technique semantic relatedness among the

consecutive sentences is not calculated.

1.5 Clustering and classification

Different documents usually address different topics. They are normally broken

up explicitly or implicitly into sections. If the document collection for which the
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summary is to be produced is of totally different topics, then in order to create a
meaningful summary, document clustering is required. A hybrid clustering
method [5] (partitioning and hierarchical) is proposed to group Arabic
documents into several clusters. This method uses a cluster-based summarization
approach to gather similar texts, as well as a key phrase extraction approach by
an unsupervised machine learning algorithm to identify sentences that include
key phrases and to summarize original text documents. The preprocessing stage
includes four steps namely, tokenization, stop word elimination, stemming text
representation, and term weighting (TF-IDF). Document clustering involves
unsupervised document organization, topic extraction and fast information
retrieval. Clustering is divided into two major types: Hierarchical and K-means.
The first clustering involves two main clustering algorithms, namely, single and
complete-link clustering. The yield of single or complete-link clustering is K
clusters. All noun phrases are extracted from the Arabic text as candidate key
phrases. For each noun phrase, some set of features are extracted for ranking the
candidate key phrase namely, term frequency, first occurrence in text, last
occurrence in text and sentence count. The next step is sentence scoring to
extract important sentences. It is assumed that only those sentences that contain
key phrases are important. Cosine similarity and Jaccard coefficient are used to
find similar sentences in each cluster and finally ROUGE is used to evaluate the
results. The model is seen to have achieved an accuracy of 80% for single
document and 62% for multi-document summarization. In another method,
clustering is first applied to get document clusters. Later Linear Discriminant
Analysis (LDA) method [6] is applied to get the cluster topics, which are given as
input to the map reduce framework. Semantically similar terms are found with
the help of the WordNet Application Programming Interface (API). Later the
performance of the system without considering clustering and semantic similarity
of sentences are found out. A time stamp based approach [7] with Naive
Bayesian Classification is used where the time stamp provides an ordered look of
sentences. Here, a seven stage process is used which includes preprocessing,
selecting related documents, splitting into sentences and words, score calculation

of words and sentences using Bayesian classifier and finally selecting sentences.
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1.6 Neural networks

The neural networks are initially trained to learn the types of sentences that
should be included in the summary. The network is trained with sentences in test
paragraphs which are in the summary as well as not in the summary. This is
done by a human reader. The neural network [8] learns the patterns inherent in
sentences that should be included in the summary and those that should not be
included. In Automated Text Scoring(ATS) using neural networks [9] proposed
for Wikipedia articles, the method has several phases like tokenization, stop word
removal, stemming and synonym checking to assign the same weight to words
having the same meaning. In feature extraction phase, sentences are scored based
on ten features namely relative position of sentence, named entities, similarities
with other sentences, similarity with rest of the document, title relevance, relative
length of sentence, frequency of words, citation and numerical data. These scores
are then fed to a neural network, giving a single output score. Both the input
feature scores and the output score have a range from zero to one. The neural
network produces a single value, signifying the importance of the sentence in the
summary. Results of the system are evaluated using the F1 score which is the
harmonic mean of precision and recall. Summaries created from Microsoft Word
2007 have been used as model summaries. Evaluation indicates that the systems
with only one feature have extreme results while the other systems with all the
features, or all the features except one, have almost the same results. The best
system is the one with only feature which considers citations. The system with
only the feature being the relative length of sentence has the worst results. Systems
with only features being relative position of sentence, title relevance and frequency
of words have good results. A standard feed forward neural network language
model [10] is applied which takes x as input and outputs shortened sentences y
of length N < M, where M is the total number of sentences. Using the model,
it estimates the contextual probability of the next word. Encoders like Bag-of-
word encoder, Attention based encoder and Convolution encoders are used. In an
encoder-decoder Recurrent Neural Network (RNN) [11], it creates an abstractive
summary, traversing through several phases like capturing keywords using feature-
rich encoder, modeling rare/unseen words using switching-generator pointer and
capturing hierarchical document structure with hierarchical attention. In pointer-

generator network [12], the included models are:
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1. Baseline sequence-to-sequence model which attend to relevant words to

generate novel words.

2. Pointer-generator model where for each decoder time step a generation
probability is calculated which weighs the probability of generating words

from vocabulary versus copying words from source text.

3. Coverage mechanism to be used to solve the problem of repetition.

1.7 Latent semantic analysis

Singular Value Decomposition (SVD) is a very powerful mathematical tool that
can find principal orthogonal dimensions of multidimensional data. It is known as
Latent Semantic Analysis (LSA) in text processing because SVD when applied to
document-word matrices will group semantically related documents, even if they
do not share common words. In another method, ATS using text features and
SVD has been discussed. The document is tokenized, stop words are removed
and stemming is performed. The most important sentences are determined using
their TF-IDF weight. The terms-by-sentences matrix obtained is passed on to
SVD matrix decomposition technique [13] where the matrix is decomposed into
three matrices U, S and V. Here U is the matrix of the left singular vectors,
S is the matrix of the singular values and V' is the matrix of the right singular
vectors. The k" singular vector in V is taken and the sentence associated with the
singular vector is taken into the summary. The system is evaluated for three levels
of summary. As a result, it was found that the technique was able to produce
machine summarization with significant level of precision and recall particularly
when the summarization level is high. Automatic document compression which is
done using LDA [14], word weighing and clustering algorithm proceeds through
phases like preprocessing, feature extraction, K-means clustering, representation
of documents as random mixtures over latent topics, TF-IDF and calculating
similarity measure. The system is tested on many Indonesian blog articles in
various domains and has shown good results. Email Summarization [15] using LDA
is done by selecting the content for summarization, choosing topic distribution,
generating word probability, Clue Word Summarization(CWS) of document, using
CWS document for distribution matching, generating LDA document and using it

for distribution matching. A project to automate topic modeling from Trademark
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and Domain Agreement [16] between two parties extracts text from pdf copy of
the document using python pdf-miner, clean text, model topics using scikit-learn
module countvectorizer and creates a final visual summary. The document term
matrix is inputted to LDA algorithm for topic modeling. As a result five distinct
topic contexts are isolated. In entity-summarization-LDA [17], an entity e is a
document which is a collection of triples < s,p,0 >, where s is the subject, p
is the predicate and o is the object and they are used for constructing Resource
Description Framework(RDF) graph. Sum(e, k) selects the top-k subset of all
predicates and corresponding objects that are most relevant to that entity. Given
w as word, z as the topics and d as the document, the word-topic distribution
p(w/z), and the topic-document distribution p(z/d) are learned in an unsupervised

manner.

1.8 Graph based approach

In a method for Arabic text summarization [18] based on graph theory and
semantic similarity, semantic similarity between sentences is used to calculate
importance of each sentence in the document and the most important sentences
are extracted to generate document summary. The words sharing a single root
are related semantically. Feature selection techniques are applied to improve the
semantic similarity between sentences. A graphical structure of the text will be
helpful to understand the connection between different parts of the text.
Graph-based algorithms use a ranking algorithm to rate different sections of a
text where each section is considered as a node. Edges will represent the lexical
or semantic relations between two nodes. In a graph ranking algorithm, all nodes
are scored and sorted. Values are devoted to each vertex for selection decisions.
Then, sentences with the highest score are selected for the final summary. In this
work, after preprocessing (tokenizing, stop word removal and stemming) feature
extraction is done based on the TF, IDF, sentence position and indicative
expressions. In graph construction phase, nodes represent sentences and an edge
is formed between similar sentences. Weight of the edge represents the degree of
similarity. Cosine-similarity based on TF-IDF is used to calculate the similarity
between sentences. Two sentences are linked if their similarity is greater than a
predefined threshold. The result of this step is a highly connected undirected
weighted graph. This is the input to the next step which calculates a salient
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score for each sentence. Then sentences are ranked through a random walk on
the graph. A salient score for each node is calculated using PageRank algorithm.
Selecting top-ranked sentences may cause redundancy and may also lead to the
ignoring of important sentences. In semantic graph model [19], semantic
information of the sentence is extracted using weighted FrameNet Based
Semantic Graph Model(FSGM). Sentences are treated as weighted vertices, while
the semantic relationships are treated as weighted edges. Similarity of the
sentences are calculated with the help of FrameNet. In triangle-graph based
method [20], it involves steps like preprocessing, graph construction, centrality
calculation, sentence ranking, summary generation and finally evaluation of the
results. In a graph based multi-document summarization [21], for every sentence
(node), a degree centrality score is calculated which is equal to the number of
edges incident on the node. Sentences are ranked using a combined score of
degree centrality score and positional score. The centroid of a word is the
TF-IDF of the word. Centroid of a sentence is the sum of individual word
centroids. Now the summary is generated by using the Maximal Marginal
Relevance (MMR) method that initially selects a sentence with top rank and
selects the next ranked sentence only if it is dissimilar with any of the previously
selected sentences. This process is continued until the required length is reached.
This system with a graph based hybrid similarity measure was evaluated using
ROUGE-1, F-score and achieved better result than in systems with cosine
similarity measure and centroid based measure.

In text summarization using concept graph [22], the BabelNet knowledge base is
presented. It is an abstractive summarization technique for multiple documents.
The proposed system is based on identifying concepts of the BabelNet knowledge
base. By using the concepts and relationships which are identified from
documents, a graph is produced and then similar concepts are extracted from
this graph, so that they are placed in related communities. Sentences with
respect to these concepts and their communities are rated and final summary is
produced. The proposed method consists of five main steps: preprocessing,
identifying and weighing concepts, producing graph, community detection and
selecting sentences. Preprocessing includes the removal of frequent words that
carry little information such as prepositions and pronouns. In the next step, the
extraction and weighting of documents concepts is done. For this the BabelNet
knowledge base is used. Firstly words are mapped to BabelNet concepts and

then by applying the existing disambiguation system in BabelNet, the best
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concepts for each word are selected. After extracting the concepts, TF-IDF is
used for weighting concepts in document. After this step, the set of documents
are changed to a weighted non-repetitive set of concepts. The semantic relations
such as: derive, is-a, part-of, related and gloss-related are identified. An
undirected graph is constructed where nodes are weighted concepts and edges are
relation between the concepts. Further, similar communities in the graph are
identified using Girvan Newman algorithm which is based on the elimination of
edges between communities. At the end of this stage, a group of communities are
created which includes a variable number of unique, similar and weighted
concepts. For rating sentences, each community is weighted according to the
weights of its concepts in that community. The weight of each community is the
sum of the total weight of the concepts in the community. Then a linear function
is used to rate sentences. Weight of each concept in a sentence is considered
when calculating its rate. In this approach, after extracting each summary
sentence, previously selected concepts are ignored and sentence weight is
recalculated. ROUGE is used for evaluation of the results and it shows that the
method outperforms Microsoft, LexRank etc. The use of concepts instead of
words caused better understanding and produced summaries that are closer to
human summaries.

In multi-graph based text summarizer [23], the number of edges in the graph
between two sentences (two nodes) is equal to the number of same words in both
sentences. A word may occur in a sentence more than once. Such occurrence
may be added in a symmetric matrix. The total number of edges is stored in a
symmetric matrix that represents the text being summarized. The row values of
the matrix are summed up to generate a sum vector, which is used to rank the
sentences. This value replaces the TF-IDF value used by researchers over many
years. Sum vector is used to rank the sentences. A cut-off mechanism using the
required threshold is applied to produce the summary. This method is different
from the other methods in that it does not use the cosine equation to find the
similarity between sentences. Preprocessing reduces the size of the matrix by a
considerable amount, which increases the performance and accuracy of the
algorithm. Preprocessing mainly includes removal of articles, prepositions and
meaningless words (like a sentence starting with a bracket or any special
character). Results show that the method is efficient and produced excellent

results as compared to other online summarizers.
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1.9 Genetic algorithm(GA)

In a hybrid-based Arabic single document text summarizer approach [24], GA
that depends on semantic relationship between sentences is presented. The final
summary is generated by selecting the optimal vector of sentences that is produced
by the GA from the graph representation of the document. The cosine measure will
be used as a similarity function between sentences and the graph-based approach
is combined with the statistical method. In this paper, the preprocessing stage
includes four main steps: segmentation and tokenization, eliminating stop-words,
applying Part of Speech Tagging (POS) and finding n-gram for each noun. The
sentences are scored using topic similarity score, location score and length score,
which are together known as informative score. Text is represented as a graph,
with the nodes of the graph representing text elements (i.e., normally words or
sentences), while edges representing the links between those text elements. The
cosine similarity measure is selected on the basis of a term weighting scheme
which is the TF-IDF. The GA search space for the summarization problem is
the set of permutations of the nodes that represent the sentences of the source
document within the compression ratio (summary length). The most natural way
to represent a solution is through a path representation. The fitness function is
formulated for evaluating a given path by combining informative measure and
semantic measure. ROUGE is used to evaluate the summary. The proposed
approach has investigated the effects of using a scoring technique that combines
the informative and the semantic scoring techniques. This solves the problem
of a lack of attention of semantic relationships between the sentences that the
statistical approaches suffer from. The proposed scoring technique also aims to
solve the problem in ignoring the sentence’s structural features such as its length,
position etc., in graph-based approaches. In GA with map-reduce approach [25],
text processing is done to clean the text from stop words and HTML tags. Text
readability and text cohesion features are extracted and they are used to evaluate
the individuals in GA. Every GA iteration works as a single map reduce job. The

final winner sentences are sorted to create the summary.
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1.10 Fuzzy logic based methods

In a fuzzy based summary system [26], sentence grades are calculated from
syntactic parameters and semantic parameters. The degree of importance of a
sentence and correlation is used to find the final summary. The Adaptive
Network Fuzzy Inference System(ANSIF) model [27] takes five feature values of
the document and convert those crisp values to fuzzy values which become
strength of a rule. The output of the rule combined with the input variables are
transferred to the consequent layers. In summarization of legal documents [28],
the membership function in the fuzzifier section translates the inputs to linguistic
variables. Fuzzy rule base derive the linguistic values and defuzzifier converts it
to linguistic values. The output membership function divides sentences in to
unimportant, average and important categories. Membership functions are based

on fuzzy centroid method which uses a triangular membership function.

1.11 Recent text summarization in Indian

languages

A Malayalam summary system with semantic graph creation [29] and its
reduction has shown a precision of 0.466, recall of 0.667 and f-measure of 0.400.
The Malayalam summarizer [30], passes through various phases like
preprocessing, sentence scoring, sentence ranking and finally generates summary
by selecting top k sentences. Another Malayalam summarizer [31] that was
developed, has shown a ROUGE-1 of 0.57 and ROUGE-2 of 0.53 which was
applied on Malayalam news from Mathrubhumi daily. In a Hindi Text
summarizer [32], linguistic rules are used. Sentences are scored based on a
number of parameters and the system is tested for Hindi documents in various
domains. The system showed a recall of 0.69. A Tamil summarizer [33], using
centroid approach and applied on Tamil newspaper, finds group of words which
are statistically important for a document and extracts sentences nearest to the
centroid. In a Gujarati summarizer [34], mainly two features like stem weight
and similarity score are calculated. It uses DHIYA - stemmer, stem weightage

module, LexRank module and anaphora resolver.
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1.12 Conclusion

In this survey, an effort has been made to review the variety of approaches for
automatic text summarization. The significance and the utility of various kinds
of summarization techniques are presented. The study shows that both statistical
methods and semantic-based graph methods are available, and recently graph-
based approaches that consider the relatedness between the sentences are trending
more. The survey shows that research in the field of text summarization has been
an interesting area throughout the past years and that there is scope for further
improvements and extended works. Text summarization can also be combined
with other systems of Human-machine interactions and can lead to systems which

are truly useful for mankind.



Chapter 2

Lemmatization

Since artificial intelligence mainly deals with inducing intelligence in computers
so that they behave more like human beings, programming them to understand
natural languages like English, Hindi, Malayalam etc. is gaining importance. It is
obviously due to the need for artificial intelligence, that sub-domains like Natural
Language Processing(NLP), expert systems etc. are developing. Interaction of
the users with the systems using natural language can be either through natural
typed text or natural speech. Thus, text mining has been an important area of
research under NLP. Text document processing has many sub-domains where their
accuracy increases only if the words are reduced to their root form which we call as
the process of lemmatization. This text mining in any language requires the word
to be converted to the root form. Malayalam is a language which is spoken by over
33 million people in the state of Kerala, India. Malayalam words are subjected
to morphology to a large extent. A particular word in Malayalam can take more
than 100 affixes and same is discussed in section 2.2. Due to the complexity
of the words, lemmatization is very much required and very difficult in the case
of a language like Malayalam. Stemmers are already available in languages like
English, Arabic, Persian etc. Many stemming algorithms have been developed in
various Indian languages also. A stemmer [35] has been developed in Malayalam

which uses a three pass method.

Morphology is a term in NLP which refers to the different forms a particular
word can take. The process of removing the affixes from the word and extracting
the stem is called stemming. The lemmatizer generates the root word from the

given word rather than reducing it to the stem. Lemmatization is very important

14
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in any NLP project since only the root word can contribute to the word count.
This exploratory work presents two methods for extracting the root word from a
Malayalam word. One is clustered indexed dictionary based, which uses a suffix
replacement method by considering around 1135 rules which are identified by
several test cases. The second method creates a tree from the set of rules. The
permanently stored tree is then searched for a path which matches with the
suffix and the corresponding leaf node, which is the replacement, is retrieved.
Testing with online Malayalam documents helped in finding out and adding
several rules to the dictionary. This is a pioneering lemmatizer which uses a tree

based method.

2.1 Literature review

A Spanish version of porter stemmer [36] is used as preprocessing tool for
correctly extracting the text in each document image. This helps in forming the
bag-of-words vector. The performance of various page classifiers are being
compared as for all of which stemming is an important module which affects the
accuracy of the system. A work in Mongolian language [37] has considered stem
and suffixes for word segmentation. Application of predefined pattern to derive
the stem words are also discussed [38]. The presence of affixes results in a large
vocabulary in any language. They have discussed rule based, direct, interlingua,
transfer, statistical, example based, knowledge based and hybrid methods of
translation where stem and affixes play a vital role. The document similarity
calculations like tree based, time series, vector based and different text clustering
methods like hierarchical, partitioning, combination and multilevel XML
document clustering [39] require the word to be stemmed. Stemming, the
removal of affixes, is used as the preprocessing task for the calculation of term
frequency and is used in map reduce framework [40] for text summarization.
Factorizing words into the morphological components [41] requires the stem to

be extracted.

There are some stemmers [42] developed in Asian languages like Arabic, which
removed both the prefix and suffix of the given word. Since prefix words are very

rare in Malayalam, the algorithm we developed has considered suffixes only. The
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Indonesian stemmer [43], is based on finite state automata. A best word
candidate is selected from a candidate list. A detailed survey on stemming [44] is
done referring to many languages around the world like English, Czech,
Bulgarian, Turkish, Greek, German, Dutch, Portuguese, French etc. Some
methods discuss about integrating stemming rules [45] and has considered both

suffixes and prefixes.

The stemmers developed in Indian languages have been surveyed [46]. The
Gujarati stemmer [47] and the one developed in Bengali [48] use a rule based
approach. Stemming has reduced the number of unique words and both under
stemming and over stemming have been considered. The use of the minimum
stem set model of stemming [49] gives an accuracy of 80% - 88%. The system
has been tested for languages like Hindi, Marathi, Malayalam and English. The
method has an input word list and an input suffix list. There are methods which
uses a probabilistic approach [50] using a suffix list. Urdu stemmer [51] and
Hindi stemmer [52] have also been developed. The stemmer developed in
Punjabi [53], stems only nouns and proper names with the help of a dictionary.
One among 19 conditions is applied for an input Punjabi word and the result is
checked against a Punjabi Name list. Word sense disambiguation [54] is very
much benefited from stemming where testing is done with the help of a sense list
created from Hindi WordNet. Word stemming implemented with the help of
hashing [55], has considered nominal inflections, prenominal inflections and verb
inflections. The rule based stemmer in Hindi [56] makes use of a Hindi WordNet.
The Tamil stemmer [57] is clustering stemmed words using K-means to improve
the Information Retrieval(IR) system and another method deals with Tamil

suffixes[58] only.

In a Malayalam stemmer [59], stemming is done wusing Finite State
Automata(FSA). FSA is modelled using all possible suffixes and have considered
singular nouns, plural nouns and verbs. A method of recursive suffix stripping
[60] is also developed with an accuracy of 83.67%. If a word has three suffixes
then it is processed thrice. The system is a sub-module of a sentence parser and
the accuracy relies on the dictionaries being used. In morphological analyzer
[61], rather than root extraction, morphological features like noun/verb,

number(plural/singular) and tense(past/present/future) are also extracted. In
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the light weight stemmer [62], the authors developed a suffix dictionary and used
the suffix stripping algorithm to get the stem. Here the word after stripping is
taken as the output which is not the actual root word. In another method [63], a
rule list is provided separately for nouns and verbs, give an accuracy of only 60%

and uses the suffix stripping algorithm to get the stem.
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TABLE 2.1: Comparison of stemmers in Indian languages

AUTHOR, | LANGUAGE METHOD TESTING,
YEAR ACCURACY
Prajitha U Malayalam One pass. Dictionary
et. al, 2013 Suffix stripping. of 1000 words with
Used Suffix Dictionary. their
Scanning from inflected
right to left forms
for the longest match. 86%

Prajisha K Malayalam Three pass.
2013 Suffix Stripping. Testing done with
Rule based system. news articles
in the web
Vinod P. M Malayalam Morphological analyzer. Testing with words
et. al, 2012 Recursive suffix taken from Malayalam
stripping. dictionary

Uses lexical dictionary,

monolingual dictionary and

bilingual dictionary.
Jisha P. J Malayalam Input and
et. al, 2011 Morphological analyzer. Output test cases
Uses bilingual dictionary and in Unicode format

root dictionary

Vijay S. R Malayalam Finite state automata
et. al, 2010 Next state is determined Testing done with
using morphotactic rules Online news papers
Jikitsha S Gujarathi Substitution rules Evaluation
Bankim P based on EMILE corpus
2014 92.41%
Das S, Bengali Using hash Tested using FIRE
Mitra. P table containing 2010 data set
2010 suffixes of nouns Recall of 96.27%

verbs. Considers

derivational

inflectional words.
Vasudevan N, Hindi Semi supervised. 84%

Pushpak B, Stemming by weighted

2012 minimum set.
Ramachandran Tamil Iterative suffix 84.79%

V. A, Tllango K stripping.

2012

Kasthuri M, Tamil Prefix, question, Testing with docs
Britto R. K conjunction, case from net

2014 plural and imperative

tense suffixes
are stripped.
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@0l (mavilla) B (mavanu) @dnuaila (mavanithu)
adailegje]o (mavillengil) mOﬂWE (mavimu) @cuvem oy (mavilekkayirikkum)
2O mI (mavayathinal) ool . (mavinu) m(uhekﬁ@aﬁﬁlro%@gu (mavileykkayirikkum)
oo dls6))0 (mavayirikkum) 220830 (mavullathu) adleaiw enw@le60 (mavinoduchernnu)
@00ReMEN=INE  (mavanundavuka) oxabemagy (mavanalle) @dadlemase.aidmy -
adanm)ggt (mavanullathu) adallealgarem (mavilekkan) avaflemosya.adm (mavinoduchernn)
aaperwloym (mavundayirunmu) mamq@g'@mjgﬁ (mavileykkanu) @] (ma\-'nﬁlayl)
@200y (mavundayirunna) 2oafleiwgndm (mavilaykkanu) @o0UGE (mm'td )
mnleaiss,ggd ) kky att adaflealsndam (mavilekkam) araflealdnggmens (mavilekkullathamu)
2016mo6sde o (ma\-‘.l ¢ dn athu) adafleyas (mavilude) madleaisnow Imym (mavilekkayirunna)
PRV Ema\-mod opl_);nn) ez elen)o (mavandayirikkum) @0anzd@le)men pub - (mavundayirunnappol)
- éﬁ;‘?&aﬁl&%) e @ndeflogm (mavileykkundayirunna) mm’l(zma@s;;%mmﬂ (mavinodoppamayi)
20068200 (mavukalumayi) @0l (mavanith) @sallgomd (mavillathayi)

) y. . oo fsalsndw (mavilekkayi)
D20 EHGINIW (mavukalumay) avanerlo (mavanithu) .
exwdIT  (mavukalumanu) 220Moaised®lxm  (mavilekkayirunnu) mamq@ebgg (mavilottu)
@20/ IM80088  (mavinaduthulla) 2 6eI E9W 1M, (mavileykkayirunmu) aalieanse (' mavilottalla)

FIGURE 2.1: Morphology of word ’‘mavu’

Here the word after stripping is taken as the output which is not the actual root
word. Rather than using a three pass algorithm [35] for the lemmatizer, the
proposed method uses a single pass algorithm. The system is used as a sub-module
of a question answering system. A comparison of stemming methods developed in

Indian languages is shown in Table 2.1.

2.2 Morphology in Malayalam

Since Malayalam language is rich in morphology, the lemmatizer developed here

employs a total of 1135 suffix replacement rules. Morphology in Malayalam

language is so complex that a single word can take many different forms.
Difficulty in developing a lemmatizer is due to this language complexity. We can
show this complexity by taking as example a simple word 'mavu’ which means
mango tree in English. Some of the morphological forms of the mentioned word

are shown in Fig. 2.1.

The word ’'mavu’ which is a noun can be attached with one preposition as

‘mavil’,  ‘mavulla’,  ‘mavinte’, ‘mavo’, ‘mavaya’, ‘mavakkiya’, ‘mavennal’,

‘mavundu’, ‘mavilla’, ‘mavum’, ‘mavanu’, ‘mavinu’, ‘mavalle’, ‘maville’ etc.

The same word can come with two suffixes as in the words ’mavilninnu’,

‘mavillengil’, ‘'mavayathinal’, ‘mavayirikkum’, ‘mavanullathu’, "mavupayogichu’,
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‘mavileykkanu’,  ‘mavundengil’,  ‘mavanithu’,  ‘mauvilekkayi’,  ‘mavillathayi’,
‘mavilottu’, 'mavukalum’, ‘mavinoduchernnu’ etc. The word "mavu’ can come
with three affixes as the cases ’'mavilninnukondu’,  'mavukalumayi’,
‘mavukalumanu’ etc and also with four affixes as in the cases
‘mavundayirunnappol’ and  ‘mavilekkayirikkum’. Similar inflections happens in
the case of verbs also. For example the verb “waruka’ can take one affix as in
vannal’, vannilla’, 'vannittu’ etc. The verb can take two affixes as in the case
vannennal’, 'vannittundu’, ‘vannittanu’, 'vannittilla’ etc.

Suffixes in Malayalam

The suffixes used in Malayalam language can be divided in to singular suffixes,
binary suffixes, triple suffixes and suffixes with more than three parts. They can

be detailed as the following:

1. Singular suffixes

e Suffixes which end with ’chillu’ - ‘ththil’, ’kal’, ‘ral’, 'mbol’, 'ngalil’,

5,

‘mengil’, 'ppol’, "uppol’ etc are examples which belong to this category.

e Suffixes which end with ‘chandrakkala’ - Few examples of such category

include ’athu’, ‘'manu’, ‘ru’, ‘rodu’, ‘rkku’, ‘rkkai’, ‘arundu’, ‘rnnu’,
‘'mennu’, ‘nnathu’, ‘ttathu’.

e Suffixes which end with w’, ‘e’ - ’“rathu’, ’chchu’, ’ththe’, ’ththinte’,
‘kale’, ’ththode’, ‘loode’, ’katte’, ve’, ‘nude’, ’yalle’ etc belong to this
category.

e Suffixes which end with %’ - kumayi’, koodi’, 'dakki’, 'kkayi’, “ippoyi’,
raadi’ etc are few in this category.

e Suffixes which end with ‘anunasika’ - ‘kum’, 'makaam’, ’ththinum’,
yolam’, ’kalum’, “ingnjum’.

e Suffixes which end with ’a’, ‘0o’ - Some of the cases are 'maya’, ‘'malla’,

Killa’, ‘ninna’, ‘unna’, kulla’, ‘'mo’, "yallo’.
2. Binary suffixes

These suffixes consist of two singular suffixes joined together. They can be

further classified as the following:



Text Summarization Using IFHG 21

e Suffixes which end with ’chillu’ - Some cases include ’yennal’,

‘unnappol’, rumbol’ etc.

e Suffixes which end with ’chandrakkala’ - ’ththileykku’, 'mbaththekku’,
yumanu’, ‘mbozhanu’, ‘ngalkku’, yittullathu’, ‘ninnanu’,
‘kondathinu’,  ‘mayundu’,  ‘nullathu’,  ‘dunnathu’,  lekkulathu’,
‘mayittu’, ‘nathinu’, ‘nilekkanu’, ilekkullathu’, “yilninnu’, lanithu’,
‘ththilumundu’.

e Suffixes which end with u’, ‘e’ - ‘rnnathinu’, ’kkappedunnu’, ’kalpole’,
lanivide’, mynjathalle’.

e Suffixes which end with %’ - “ththodukoodi’, “lumundayi’, ‘'marundaayi’,
‘ththilekkayi’, “yallathaayi’.

e Suffixes which end with ’a” - This include ‘rumaayirunna’,
‘mundaayirunna’,  ‘ndndakkiya’,  ‘ndndavunna’,  ‘ndndakavunna’,

‘yanundavuka’, naduththulla’, ’kalkkalla’, ’kallulla’, ‘'mallaththa’.

3. Triple suffixes

These suffixes consist of three suffixes joined together. They can be further

classified in to the following:

e Suffixes which end with ’chillu’” - They include ’ndndakkiyennal’,

ndndavukayennal’, ‘ngngittillengil’, ‘markadiyil’, ‘markidayil’,
ndndayirunnappol’.

e Suffixes which end with %’ - They include 'mundayirunnathayi’,
inodoppamayi’.

e Suffixes which end with  ’chandrakkala’ -  ’kalilonnanu’,

‘kalolottallaththathu’, ‘kalilottallaththathanu’, “iyappozhanu’.

e Suffixes which end with "u” - They include ’kkumaayirunnu’,

‘umundaayirunny’, ‘ththilekkayirunnu’.
4. More than three suffixes
Here more than three suffixes are joined together to form a single suffix.

They include lokkeyundakarundengil’,  ’kalilottallaththathanennanu’,
lekkayirikkum’, ‘mallaththathukondulla’ etc.
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Method 1
Fules Inzert Sort table Malke table
— ) rulesinto #* alphabetic * clustered
table ally indexed
v
Substitute Search selected Search
suffi with portion of the index for
replacement < table pointed by B matching N
the index for first letter Irprat
] wrord
suffix

l Lermma

FI1GURE 2.2: Architecture of dictionary based method

2.3 System architecture

Here, two methods are proposed, Method-1, which is a dictionary based and
Method-2, which is a suffix tree based method. The suffix-replacement dictionary
which is developed in Method-1 is used to create the suffix tree. The two
methods are illustrated in the Fig. 2.2 and Fig. 2.3. The concept of suffix tree
has been slightly modified. In actual definition of suffix tree, except for the root,
every internal node has at least two children and each edge is labeled with a
non-empty substring of the search word S. The tree implemented here does not
pose any such restrictions. Here a node can have empty substring of S. The tree
is being pickled in order to make it a permanent storage. Tree pickling is a
concept in python programming whereby permanent data structures can be

created.

2.4 Methodology

e Dictionary based method

The method proposed here uses a suffix replacement methodology where it
creates a Malayalam dictionary of suffixes and replacements. This method

follows a lookup table approach as in English stemmers, but the difference
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Method 2

Eetrieve rules Create suffix FPickle the
group wise * tree suffixtree
¥
cubstitute Eetrieve leaf Search pickled
suffis with - node which is tree for '
replacement the matching suffixz Input
replacement path weord

l lemma

FIGURE 2.3: Architecture of tree based method

is that, in latter the lookup table is maintained only for some exceptional
cases. Here the suffix is not stripped, but the suffix itself gets replaced with
another.

Eg:- ’avalude’ - ’aval’, "vannupoyi’ - ’'varuka’, kazhukum’ - ‘kazhukuka’,
‘pokanayirikkum’ - ‘pokuka’, thengilninnanu’ - ‘thengu’. The Malayalam
suffix-replacement dictionary is being developed using MySQL. Since the
table is a large one, in order to reduce the searching time, it is clustered
indexed as shown in Fig. 2.4. The table is permanently sorted based on the
alphabetical order of the suffix as we can see in Fig. 2.5. The clustered
index is created based on the first letter of suffixes. The search is first
directed to the index table which consists of the unique first letter of the
suffixes and pointers to the first occurrence of the suffix starting with that

unique first letter in the dictionary. The largest suffix from the word is

found out and is substituted with the replacement in the dictionary.

For a given input word(token), the identification of the suffix starts from the
first letter itself and only that portion of the table consisting of the suffixes
starting with that letter is being searched. This limitation is imposed due
to the presence of the clustered index. If a suffix could not be found in
that area, the algorithm takes the next letter of the token and searches the
table in the limited area containing suffixes starting with that letter. Once
a proper suffix is found, it is replaced with the corresponding replacement.

More suffix replacement pairs are given in Appendix A.
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@ (ka) — @D (kathu)
saom (kathe)

— aoam (chathe)

\

%J (cha)

s (da)

spwm (dathu)

Clustered
index table

Dictionary

FIGURE 2.4: Indexed table

e Tree based method

In this method, a tree is constructed from the set of rules available in the
database. Here, the rules are retrieved group wise, where one group
consists of rules which start with the same first letter. The tree is being
pickled using the pickling technique of python which makes the tree a
permanent structure. This permanent tree is being queried in search of the
suffix. The root node of the tree is the head node without storing any
identifier. The first level children are unique first letter of the suffixes. The
second level nodes are formed by taking the unique prefixes of the suffixes
in the dictionary after removing the first letter. The third level nodes are
constructed by taking the rest of the suffix after removing the prefix from
it. The leaf nodes of the tree are the replacements. The method passes
through two phases where the first phase is dealing with tree creation
which is shown in Figs. 2.6 to 2.8 and tree pickling. The second phase is
dealing with searching the tree for a matching suffix path and replacing the
matched string in the word with the leaf node of that path. The search
starts with the first letter of the word. The letter is compared with the
identifier of the nodes in the first level children. Once a match is found, the
letter is removed from the word and the unique prefixes of the resultant
string is taken. The prefixes are now compared with the second level
children of the identified path. Once a match is found up to the third level,
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Suffix
+@oname”

+ aimo
Do

D

AT
EHCOHAD”
aeomy”
ST

@ mm”

BT

SH@IE
agloenamoam”
a@leelandem’
@ @ICEIan”
a@leense)

@@EICENSEINTMMINNANIET
SEICCNFLNTH®IET

SEELNSLIOmD”
Pl

.B»gn

@ame’
SHEHDEII0
HG

@nud

@ Udans1om
DBUBIDEY
audanlsolod
audane
SHUBCAIDE]
@0yeaale)
NG
@0s5lEns
&051eeIanem”
@0gleelan”
EH0W

@0l

EH00IW
H0QEmE"

1Mo

o)
leajpwl
AEos

aleer

&1 CEIaNEm”
aeelandwl
@ leelan i1l man
aeelan”
aleeig”

N )
almdmlamaam”
A1WBNNDE:IEE”
anlmaminm’
@)

dho

Eh@IE”
ahmoal
SEWBON
B8

@5

Edhg@o
EhGEaIge
Eeh0s”

Replacement

(karundu) +
(varum) +oud
(kandathum) S0
(kathu) o
(kathe) o
(kathekla) o
(katheyklu) o
(kath) o
(kannathu) DY
(kante) @03
(kalanu) @y
(kalilonnat) NULL
(kalileklkanu) NULL
(kalilekla) NULL
(kalilottalla) NULL
(kalilottallathathanennanu) NULL
(kalilottallathathanu) NULL
(kalilottallathath) NULL
(kalil) NULL
(kalum) NULL
(kalundu) NULL
(kalumellam) NULL
(kale) NULL

al NULL
(kalkkadiyil) NULL
(kalkkalla) NULL
(kalkkidayil) NULL
(kalkloum) NULL
(kalpole) NULL
(kavungilla) RN T
(kakate) o
(kattiloode) @08
(kattilelkkam) @08
Ellzattilekku) s

aya) ar
(kayi) o
(karaya) @i
(karundu) =)
(kinum) a
(kinte) a
(kippoyi) @
(kiloode) &
(kile) o
(kileklcan) &
(kilekkayi) @
(kilelkdeayirunnu) @’
(kileklar) a5
(kileyldan) ol
(il o
(kilninnanu) &
(kilninnukondu) @
(kilninnu) @
(killa) s
(lum) o
(kumanu) -
(kumayi) @’
(kumayirunnu) hedh
(kulla) o
(koodi) o
(kettathum) BB
(kettappozhum) CHBIRD
(kodu) @

+(kuka)
+(var)
(kanuka)
(kam)
(kam)
(kam)
(kam)
(kam)
(kaluka)

(aanu)

(lw)

Suffix
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ANITDBEBD
HNIMo
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a9oil
ANOYETE"
bl
H91MWa
=] oles )
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aRMIIBANDOW]
SRAM
ARAMEE"

AR IOl af
ARmIw]
ARGMBI1EE)
aagmzIwlmmm
SRS

SRBS

[ 250
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i
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o
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o
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yeelss”
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el

FIGURE 2.5: Dictionary

(kKkaduththulla)
(kkappedunmnu)
(kkahum)
(kkalimellam)
(kkakatte)
(kkanullathu)
(kkanum)
(lkcan)

(keayi)
(Kkeayundu)
(ikay)
(kkinum)
(Kkine)

(kkundayirunna)

(Kondayirunnathayi)

(klunna)
(Kkunnundu)
(kkupayogichu)
(kkumayi)
(Klkumundakille)
(Kaumundayirnnu)
(kkumulla)
(kkulla)

(Ido)

(kkode)
(kkolam)
(kshatheklau)
(kshatheylkda)
(kkathu)
(kkathe)
(kkathu)
(gathine)
(gathu)

(gath)

(gakate)
(ginum)
(gilekkayi)
(gilekkayirunm)
(gumanu)
(golam)
(gakatte)
(gakikiya)
(ganithu)

(gaya)

(gay)

(ginum)

(gine)

(ginte)
(giloode)

(gile)
(gileldkanu)
(gilekkayirunnu)
(zileldar)
(gileylkdku)

(ai)
(gilninnanu)
(gilninnanu)
(gilninnukondu)
(gilninnu)

(zilla)

S
thathukondulla)

Replacement

NULL

aaa  (kiuka)
NULL

NULL

o (kku)
o (kdan)
s0d  (kkuka)
sae (Klaka)
NULL

NULL

NULL

2\ (k)
NULL )
@ (k)
@ (i)
o5 (ikuka)
20 (kuka)
PN
N T
:;1 (k)
null (dew)
oo (k)
o (kkw)
@ (ki)
aso  (ksham)
@tto (ksham)
alo (kh ﬂ.ﬂl}
o (kh ﬂ.ﬂl)
2 (kham)
92 (gum)
9° (gum)
o

o (zum)
T @
L@
o
o (aw

v (e
O )
o (zaw)
o (zaw
o (gaw)
o (zaw
& (e
ﬁ- (zgu)
g (ggw)
o (2w
o (g
8 (e
¥ (zaw)
9 (zgw)
Y
g

o (gzw)
o (e
o (ggw)
o (zzw)
o (2w
o (zaw)
g (=
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Algorithm 1: Dictionary based method

Input: Input document and suffix-replacement dictionary which is clustered

indexed.

Output: lemma.
read the text and tokenize the sentences;
remove stop words;

1= 0;

for each token tk do
ch = tkli];
repeat

search the clustered index for the entry ch;

if found then
search the portion of the table pointed by the pointer for the suffix

starting with ch;

if found then
retrieve the replacement from the table corresponding to that

suffix;
replace the suffix with the replacement;
display the lemma and exit from loop;

else
1 =14+ 1;
end
else
continue;
end
until i < n;
if i == n then

end

display the token unchanged

the leaf node is taken as the replacement of the suffix. If at any level there
is a mismatch, we do not backtrack to the previous level, but advance the
pointer in the word to the second letter and do the above process. The
backtracking is avoided by the careful selection of prefixes in the second
level node formation. All the prefixes selected are unique and this reduce
the chance of backtracking to nil. Execution times of both tree based
method and dictionary based method is calculated for 100 Malayalam
words from online documents and is shown in the Fig. 2.17. Tree based
method which has a time complexity of O(n?) shows an average execution
time of 0.00073s and the dictionary based method shows an average
execution time of 0.0084s. Tree has reduced the searching time very much

since we need to search only a portion of the tree.
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Suffix Replacement Step : 1 Remove first letter from the suffix
e and form first level child node
i 0 an
&) (katin) Se & o0} (thu)
soen (lathe) > () (the)
e & (am)| © 000
8 06 (kathelda) = a0 ()| @ e (thekku)
&80 a6 atheykl Y v
&Boam 5 (lanu)
) . — None oo .
aglopnmoan (kalilonnanu) o (lilonnanu)
& gloanmoan
T — (kalekkann) — None R N (ilekkanm)
oo (kaliekku) — None R Q{ . (Hekd)
20106
aglense (alotal) — None ) 27“‘&'35%1 (lotala)
. None )
a;g'lmelag&ammm(‘fnrmaan (kallllottallathathanennmu) :)) None & geengap aaooanmoai (llottallathathanennanu)
&g130050) @0 @D (kaliloftallathathanu) & gzansap s moan (llottallathathanu)
First level

child node

FIGURE 2.6: Stepl: Lemmatization

2.5 N-gram rules

N-gram rules are formed by considering more number of letters to the left of actual

suffix.

e Bi-gram rules

As in Fig. 2.1, we can see that, thinu’ can’t be taken as a suffix, as it can
come with many other affixes and can create specific rules. It can be
converted to a bi-gram rule by considering one more letter on the left side
‘thinu’

)

and the same is shown in the entries one and two in Fig. 2.11.
along with the letter ma’ and ’‘nja’ form two different suffixes nathinu
and 'njathinu’ and get replaced with two different replacements ’zhuka’
and “yuka’. Similarly the ’ttathinu’, ’yathinu’, ‘thathinu’ are also bi-gram
suffixes which are formed by considering one more letter (’tta’, ya’, 'tha’
respectively) on the left side of ’thinu’  They get converted to the

replacements like kkuka’, vuka’, 'um’ respectively.

Tri-gram rules

Tri-gram rules are formed by considering two more letters to the left of the
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Step 2: Take rest of suffix and
identify common prefixes

it (ththw)

6 @ (ththe)

2 @ &6 (ththekku)
2 00 &6 (ththeykku)
Q?ﬁ’ (lanu)
gloanmoen (lilonnanu)
glsaienoen (lilekkanu)
& lanid6 (lilekku)
glzenge (lilottalla)

8122125010 @D MIOENANIED

glsangap anmdan’

(lilottallaththathanennanu)

(lilottallathathathanu)

@
(ththa)

glsangep onmoan
(lilottallaththathan)

gleolee
(lilekk)

First level
child node

Second level
child nodes

FIGURE 2.7: Step2: Lemmatization

Step 3: Remove second
level child strings and take
rest to form third level
child nodes

g )

93 ®

256 (eeklu)

35 6 (eeykku)

“DEm (aanu)

@oodapden  (ommanu) First level
QT (aanu) child node
= (u)

iy . (ottallz) (lilottallaththathan
Q::MIEM (ennanu)

& (n)

FIGURE 2.8:

@0
(ththa)

glsangep anmoanam
(lilottallathathathanenn)

& lznlan
(lilekk)

none

aoan (anu)

& (u)

woem (anu) none

& (w)

Q::DIEm
(ennanu)

3::050)
(ottalla)

—l{ N01¢

Second level
child nodes

none

Third level child nodes

Step3: Lemmatization
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Algorithm 2: Tree creation

Input: Rules from the database.

Output: Tree.

read the rules of the form S — R group wise from the suffix replacement

dictionary;

SF; = unique first letter of suffixes;
where ¢ ranges from 1 to n and n is the number of unique first letter;

create root node R,;

create first level child nodes of the tree with SF;;
for each group ¢ do take the suffixes .S; where j ranges from 1 to m;
and m is the no of suffixes in a group (S — R);;

RSj = Sj - SE,

PRy, = Unique prefixes of RSj;
where k ranges from 1 to p and p is the no of unique prefixes in that group ;
create second level child nodes with PRy;

RPR = RS, - PRy;

create third level child nodes with RPR;
create leaf nodes R; which corresponds to the replacement in S — R rule, where [

ranges from 1 to r and r is the no of replacements ;

Suftix

LOEMIBo
EMIBa
QIEOIBo
E@308o
GaDIBo
Gnlo8o
E0IBo
GOS8
ENIBo
GaldBo
BEEBIB
GOmIBo
[Tl
ES0Bo
CmIGo
GUDd8o
CMIIBo

(anolam)
(nolam)
(varolam)
(lolam)
(kkolam)
(ppolam)
(rolam)
(ggolam)
(golam)
(chcholam)
(ngngolam)
(ththolam)
(mbolam)
(dolam)
(tholam)
(sholam)
(solam)

Replacement

3
&

t

g 55 @2 § 88

25983

(num)
()

(®)

0
(k)
(Ppu)
®)
(ggu)
(gu)
{chchu)
(ngngu)
(ththu)
(mbu)
(du)
(thu)
(shu)
(ssu)

FIGURE 2.9: Suffixes which end with ‘anunasika’
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Algorithm 3: Tree search(tree,word)
Input: Word to be searched.
Output: lemma.
c = first letter of W; where W; is the i*" word of the document:;
children = levell nodes of the tree;
for each child in children do
compare child.identifier with c;
if not match then

break;

else
nextnode = child;
Cm = I/VZ - C

children = childnodes of nextnode;
find prefixes of CW; ;
for child in children do
compare prefixes with child.identifier;
if not match then
break;
else
nextnode = child;
RW,; = CW,; - child.identifier;
children = childnodes of nextnode;
for child in children do
compare RW,; with child.identifier;

if not match then
call Tree search(tree, CTV;)

else
return leaf node
end
end
end
end
end
end

actual suffix word. The entries 3, 4, 6, 8 and 11 in Fig. 2.11 are examples of
such tri-gram rules. As sample rule we can take ’ttiyathinu’ - ‘ttuka’ where
two letters ‘tti” and 'ya’ to the left of ’thinu’ is also considered for creating
the rule. The third entry in Fig. 2.9 warolam’ - r’ is also an example of
tri-gram rule where the suffix is formed by adding two letters wa’ and r’
along with the actual suffix ‘olam’. All the entries in Fig. 2.10 and Fig. 2.11
are examples of n-gram rules where more than 3 letters to the left of actual

suffix is considered for the creation of the L.H.S of the rules.
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Suffix Replacement
egoseam  (lodullathu) G D
E0ISBRM” (rodullathu) ) (r)
cwoges®  (yodullathu) NULL
emoggsm  (nodullathu) a3 (1)
GOOGBRM (odullathu) o (1)

FIGURE 2.10: Suffixes which end with ’chandrakkala’

Suffix Replacement
SBICENSEHOMMOG” (kalilottallaththathanu) NULL
sagleelngenommoam’ (ngngalilottallaththathanu) g (um)
)@ @IeengeRomMmIETN’ (ukalilottallaththathanu) oy (u)
@ gleengenommopamanoan” (kalilottallaththathanennanu) NULL
sAREIELI0SEIMMINM MG (ngngalilottallaththathanennanu) 2o (um)
agleengepommonsmmism”  (ukalilottallaththathanennanu) Y (u)

FIGURE 2.11: Suffixes which ends with ‘aanu’

2.6 Comparison with existing methods

Suffix tree method is the one used in human genome project, where a tree of
suffixes is created in which every node has a single letter of the substring to be
searched, but here the nodes in level two and level three can have more than a
single letter as the node identifier. The node in level one has only single letter as
the node identifier, which in this case is the starting letter of the suffix. As
mentioned earlier, the tree created in the proposed method avoids backtracking
with a careful selection of prefixes. Initially common prefix with maximum
length is found out and the words with these prefixes are removed from the list.
From the remaining list, again common prefix with maximum length is found
out. This process continues until there are no common prefixes. The stemmer
lalitha [62] has mentioned about the suffix ’yolam’, the present method has a
related similar set which consists of the rules given in Fig. 2.9. The stemmer
lalitha has given the suffix ’kalodullathu’ and few similar suffixes identified by
the present lemmatizer are given in Fig. 2.10. While the lalitha stemmer has
implemented the suffix, ‘’kalilottallathathanennanu’ the method here has
identified some related rules as given in Fig. 2.11. Stemmer lalitha uses a suffix
dictionary and the method here, uses a suffix-replacement dictionary which is

permanently alphabetically sorted and clustered indexed, followed by a tree
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Input word lemma rules
AR (avarum)  @poud (avar) *almo -->*ud (**varum --> *var)
QImo (varum) UBS (varuka) ~ @o —> B (rum --> ruka)
@lme (theerum) @Ima (theerum) e -> B (rum --> ruka)
alelmo (palarum)  aueid (palar) alEIMo -=> aleld (palarum -->palar)
Gald@o (porum) GAldMdy (poruka) Mo == [Mdh (rum --> ruka)
AI0@o (charum)  ~@me, (charuka) @ -> @@ (rum --> ruka)
Mo (tharum) l: (tharuka) @ —> @& (rum --> ruka)
afleimo (chjlamm) aflead ( chilar) allei@o --> aflead (chilanml = chilar)
dhEIBo (ka[aﬂm]) I (kﬂlﬂl'llkﬂ) Mo === Mdh (l'l.lIll = 111ka)
S0MBo (kavanml) I Mo Tl i N (kavm‘uka) UM ==2>dh UMD, (kavanm > kavamka)
AEIDIo (malarum) 0613 (malar) ~ 2&1®e > 2e10 (malarum --> malar)

FIGURE 2.12: Rules

created out of it.

The Malayalam stemmer [62] searches for the suffix from right to left and
considers only stemming where word ‘angangal’ get converted to ‘anga’, but our
method searches from left to right and generates the output ‘anagam’ which is
lemma, the real meaningful word. The suffixes identified in the words ‘odunnu’,
‘odumbhol’,
‘odikkondu’,

replacement ’duka’ and result in the word ’oduka’ which is the correct lemma.

odippoyi’,  ‘odimari’,

substituted with the

odum’, ‘odarundu’, odan’, odiyappol’,

‘odivannu’, ‘odikkondirunnu’ etc get
But most of the Malayalam stemmers give the output ’odu’ which is only the

stem.

The morphological analyzer and generator for Malayalam-Tamil translation [61]
converts the input word warum’ to the output waru’, but my method gives the
Another morphological analyzer which is based on a
the the

correct output waruka’.
hybrid [60]

‘odikkondirikkukayayirunnu’, but our method gives the output ’oduka’ which is

Y

approach gives output ’odu’ for input word

the correct meaningful word. More comparisons are given in Table 2.2. This
table shows nine separate categories in which VRIKSH lemmatizer gives a better
result when compared with Indic stemmer. The cases include examples from

bi-gram and tri-gram rules.
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TABLE 2.2: Comparison of special cases with Indic stemmer

Cases

Results of VRIKSH lemmatizer

Case 1

The rule rum’ - ’r’ in online stemmer [63], stems the words ’avarum’ - ’avar’,
‘palarum’ - ’palar’ correctly but stems the words wrongly as warum’ - var’,
theerum’ - ’theer’, ’chaarum’ - ’chaar’ , ‘tharum’ - ’thar’. The results
correctly obtained in the new method and the addition of the extra rules
is shown in Fig. 2.12. This will take the largest matching suffix and
substitute with its replacement.

Case 2

Online stemmer has given only the rule ’‘thilekku’ - "um’,
but the new lemmatizer has considered additional rules as in Fig. 2.13.

Case 3

While the Indic stemmer has considered only the rule
‘mundayirunnathayi’ - ‘um’+ ‘undu’, the new method has identified
many additional rules as shown in Fig. 2.14.

Case 4

Many stemmers developed so far generalize the rules which
lead to many stemming errors. For eg:- ’akaam’ ’um’, but is true
only for certain words like ’pakamakaam’ ’‘pakam’. We can see that
the rules fail in the case of the words like ’avaralakaam’,
‘mazhayakaam’, ‘avalakaam’, vayasakaam’ etc. Some of the new suffixes
identified by this method to sort out this issue are given in Fig. 2.15.

Case b

Let us consider some words like “veenathinu’, 'marinjathinu’,
thottathinu’, ’pettathinu’, ’kattathinu’, ‘njettiyathinu’,
‘poyathinu’, ’pottiyathinu’, ’charithrathinu’, ’ponnathinu’.
A generalized rule can’t be used here as they get converted to
their root form in different ways. The solution is given in Fig. 2.16.
The fourth, eighth, last two entries in Fig. 2.12 and last four entries
in Fig. 2.13 are exceptions where the suffix and replacement is the entire word.

Case 6

The rules 'nanu’ = 'n’ + ‘anu’, 'nalla’ = 'n’ + ’alla’, 'nilla’ = 'n’ + ’illa’
are some of the rules in Indic stemmer which again creates the stop word ’‘alla’,
which need to be removed again.The present method modified the rules as
‘nanu’ - 'n’, 'nalla’ - 'n’, 'nilla’ ’n’, where by it eliminates the creation
of stop words. Similar is the case with the lanu’ = I’ + ’anu’, ‘lalle’ = I’ + ’alla’,
lilla” = I’ + 7illa’. Since the above rules create stop words “anu’,

‘alla’, ’illa’, they are modified as lanu’ I, ‘lalla’ - U, ’lilla’ - I’.

Case 7

The rules ykanayi’ = ’ykan’ + ’avuka’ is actually creating a word which
need to be stemmed again, so we have modified the replacement
as 'ykuka’ and the rule ’kanayi’ = ’kan’ + ’avuka’ is also modified as the
’kanayi’ ’kuka’ which gives the real meaningful lemma.

Case 8

Unwanted stop words are again being created by the rules mentioned
in online stemmer which can be seen in the following ones ’yaaniva’ = ’anu’ + ’iva’,
yullava’ = ’ulla’ + “ava’, "yullathu’ = ’ulla’ + ’athu’, 'yallo’ = none + ’allo’.
The proposed method has created new rules which replaces all these rules
with null as R.H.S .

Case 9

The Indic stemmer has applied stemming rules
separately for noun/verb. He has given the rule rilla’ = r’ + ’illa’.
This is true only for nouns i.e., ‘avarilla’ = ’avar’ + ’illa’. In case
of verb ’kavarilla’, the stemmed output should be ’kavaruka’ + ’illa’.
The new method takes in to consideration a lot of such stemming errors.
Similarly the Indic stemmer has given the rules 'nil” ’n’, ril’ - r’,
yil’- null, ’lil” - °l’, but the new method has considered a lot of relevant
rules like ’kil’ - ’k’, ‘ngil’ - 'ng’, ‘chil’ - ’ch’, 'dil’ - ’d’, 'nnil’ ‘nn’,
‘thil” - ’th’ and specifically 'mil’ - 'm’ Eg:- ’assamil’ - ’assam’ which is
not addressed in Indic stemmer.
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Suffix Replacement

wloaigy (vileykku) NULL
aeig” (nileykku) ® ()
A lGel %H (kileykku) d%au (ku)
¢eciy (zgilaykku) 9 (ggu)
aleciy’ (rileykku) 8 1)
gloeig” (lileykku) @ )
mileargy (mbileykku) of (mbu)
afleeigy (chchileykku) o (chehu)
saslee1y” ) (ﬂgllgIIEYklﬂl) i . (I'lgﬂgU)
nﬂg’mmg{ (pattileyklu) s (pattu)
.ﬁ,ugﬁ@m% (kattileykku) @08 (kadu)
m’lg’lemg&; (veettileyklu) ’1ﬂ9 (veedu)
@gleciy (koottileyld) &S (koodu)

FIGURE 2.13: Suffixes which end with "leykku’

Suffix Replacement
gzoelmmmel  (lundayimmnnathayi) 3] ()
meealmmomow]  (rundayirunnathayi) ] (1)
aamlmmmil]  (kkundayirunnathayi) 99" (Kku)
afmeowlmm@on]  (chehundayirunnathayi) al (chu)
gamwl@mmmony] (dundayirunnathayi) g (du)
geowlmmeel  (tundayirunnathayi) s (ttu)
gpenowlmm®©l  (mmundayirunnathayi) o ()
omewlmmm®]  (thundayirunnathayi) . (thu)
mazelmmem®!  (qupdayirunnathayi) a3 (n)
Qeneolmmmow] (rundayirunnathayi) @ (1)
gaeolmmM®@  (ypdayirumnathayi) w 1y

F1GURE 2.14: Suffixes which end with ndaayirunnathaayi’

2.7 Data set

Online Malayalam documents from various domains are considered for testing the

performance of the system developed. The documents selected are of varying

sizes as shown in Table 2.4. The results obtained from the Vriksh lemmatizer

and the target system is being manually checked by Malayalam speaking natives.

Repeated study of the Malayalam documents revealed that, only 50% of the words

come with suffixes and so need to be lemmatized. Out of that, majority of the

words end with ’chandrakkala’.

The words which end with ‘anunasika’ are less
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1oy (laththu) Dddhdo (makam) aR@)en2dm @y Echchumun_dayinmna)
MED  (mbaththn) &0 (lakam) sgeyenes@lem  (dumundayirunna)
M@  (mbathathu) @0 (yalam) sJeyenzdaf oy (ttumundayirnna)
meda] (sumayi) 82dhlo (lakam) smeyensd@loym  (nnumundayirunna)
epawf] (lumayi) (2o (ssakam) ayepersd® oy (thumundayirunna)
leas (ttile) 0Jdbo (rakam) meyened@lem  (numundayirunna)
jloes  (nnile) 20 1@ le6)0 (mayirikkum) ogepenedlam  (rumundayirunna)
eal  (ppile) oS @ lene (vayirikkum) epepensd@ 1™ (lumundayirunna)
@ lael (rile) @ lesye (shayirikkum) wReRened IR (shumundayirunna)
wleal  (yile) epnwl@lenio (layirikkum) woyeyensdleyan  (shumundayirunnu)
oleal  (ile) goWISloogo 1, iikium) grepenedlem;  (lumundayirunnu)
& leel (kile) moafla o i . @eenedWmM  (rumundayirunnu)
gloal  (ggile) wo/@leege (nay-".m'“:“m) apepene> QM (chumundayirunnu)
edloal  (ngngile) oo Ileege YAV ey ) soepeneoleamy  (tumundayirunnu)
afleel  (chchile) SOW @ IR0 (thayit ) epaeyened@lan  (nnumundayirunnu)
somleal  (njnjile) somow e lee)o (dayu‘lk_kum) ogepereo® 1@y (thumundayirunnu)
o lael thile) o@ywleymmy  (Tumayirunmr) meyenzda @y (numundayirunnu)
mo@s] Enakki) ayewleymy  (kumayirunn) oepenedd1@am  (rumundayirunm)
@a@6il  (rakki) @@y  (yumayirunmi) apeyensdmiloym; (lumundayirunnu)
widsil  (yakki) sagyeoalemy  (nengumayirunnu) @eyensdmi @y (yumundayirunnu)
enesl  (Jakki) @M (dumayirunnu)  ogepenedw@loam;  (shumundayirunnu)
©@d@s7]  (thakki) @@, (thumayirunnu) — @eeRenEd @M (kKkumumdayirunnu)
sl (sakki) @001 (ymayirunnu) BN M ([ymundayirunna)
ool W DT owmen  memeiem oo
rumayiruntiu ey 8s shumulla
@@ (nayum) gepene>as]  (jumundayi) 8298 Elumumull)a)
@mO®o  (thayum) eyensow | (mundayi) o,
ey {1 yur; epenzowy] (lunday1) 22088 (rumulla)
o ayum : . - . 22288
Moo (sayum) wilgy msga{mp: (vittundayi) 2008 E;g;llllllllrll;;llla)
MP®o  (ssayum) @20 6nE oM (marundayi) 5088 (ttumulla)
F1GURE 2.15: List of suffixes
Input word lemma Rule
afemalay (veenathinu) afige,  (veezhuka) em@Im’--> ¢a (nathinu --> zhuka)
anlemmanl” (marinjathinn) — aclwe,  (mariyuka) o@D --> (njathinu --> yuka)
amasmlr  (thottathinu) amge (thoduka) —920§@1m"-> 92054 (ottathinu --> oduka)
palgmln”  (peftathinu) dalga  (peduka) — 99S@IN > g (ettathinu --> eduka)
agoln (kattathinu) aoad  (kakkuka) SO --> a8 (ttathinu --> kkuka)

aemglomlm’ (njettiyathinu)
caomm  (poyathinu)
oabglomlm” (pottiyathinu)
al@ama’ (charithraththinu)
easaamaln”  (ponnathinu)
ealoemalay”  (ponathinu)

pamge  (njettuka)
ey (povuka)
Daligd (pottuka)
algl@e  (charithram)
Gald@a (poruka)
Gabnjé (povuka)

glomlm’ =-> S
QW --> )
glomlm’ --> b
mmlmn” == o
MM’ --> @

(ttryathinu --> ttuka)
(vathinu --> vuka)
(ttiyathinu --> ttuka)
(ththinu --> um)
(nnathinu --> ruka)

G === G0 (onathjnu > m_fuka)

FIGURE 2.16: Lemma
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TABLE 2.3: Distribution of words in Malayalam documents

Malayalam word categories Average
distribution
of words
Words to be lemmatized 50% of N
Words ending with ’chandrakkala’ | 30% of L
Words ending with ’aekaaram’ 20% of L
Words ending with ’akaaram’ 20% of L
Words ending with “kaaram’ 12% of L
Words ending with “ukaaram’ 6% of L
Words ending with ’chillu’ 6% of L
Words ending with ’anunasika’ 6% of L

compared to the total number of words to be stemmed. Statistics of distribution of
various category of words are shown in the Table 2.3. Here NV is the total number

of words in the document and L is the total number of words to be lemmatized.

2.8 Performance evaluation

Comparison with other Malayalam stemmers can be done by considering the
measures like precision, recall and accuracy. Here true positives, false positives,

true negatives and false negatives are defined as follows.

t, = no of words correctly lemmatized (2.1)

fp = no of words mistakenly lemmatized (2.2)
tn, = no of words correctly not lemmatized (2.3)
fn = no of words mistakenly not lemmatized (2.4)

For comparison online Malayalam documents were taken as the data set.
Altogether documents of varying lengths are considered. Here t, + t,, forms the
correct result and f, 4 f,, forms the incorrect result. The results obtained can be
tabulated as in Table 2.4. The documents are tested with dictionary based, tree
based and Indic stemmer. The dictionary based and tree based gives the same
result as the second is developed from the first. The difference lie in the
execution time which is shown in Fig. 2.17. Testing was done on a system with
memory - 1.9 Gb, Processor - Intel Core 2 Duo CPU T6570@2.10 Ghz x 2, OS

type 32 bit Ubuntu 11.10. Accuracy, precision, recall and F1 score measures are
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TABLE 2.4: Comparison of correct results with Indic stemmer

Vriksh stemmer | Indic stemmer
Word count | Correct % Correct | %
in dataset words words

500 475 95 241 48
1000 821 82 563 56
2000 1706 85 782 39
2500 2025 81 1725 69
3000 2582 86 2040 68
5000 4102 82 3550 71
7500 6154 82 4651 63
10000 8608 86 4659 63
15000 14793 98 6301 68
20000 17609 88 12000 60

TABLE 2.5: Result analysis

Vriksh stemmer Indic stemmer
Data set | Accuracy | Precision | Recall | F1 score | Accuracy | Precision | Recall | F1 score
word count

500 0.95 0.96 0.98 0.97 0.48 0.68 0.61 0.64
1000 0.82 0.78 0.94 0.85 0.56 0.43 0.47 0.45
2000 0.85 0.90 0.77 0.83 0.39 0.48 0.26 0.34
2500 0.81 0.75 0.80 0.77 0.69 0.88 0.44 0.59
3000 0.86 0.88 0.79 0.83 0.68 0.80 0.42 0.55
5000 0.82 0.85 0.87 0.86 0.71 0.71 0.52 0.59
7500 0.82 0.93 0.88 0.90 0.63 0.87 0.58 0.70
10000 0.86 0.79 0.98 0.86 0.63 0.78 0.61 0.68
15000 0.98 0.98 0.98 0.98 0.68 0.77 0.61 0.68
20000 0.88 0.84 0.98 0.90 0.60 0.77 0.40 0.53

calculated and tabulated in Table 2.5. There are some words which gave
incorrect results in the proposed method. The addition of rule for correcting
those words may result in the incorrect result of other words. So such words can
be considered as the exceptional cases and should be dealt separately. The only
solution is to consider the entire word as the suffix and the expected lemma as
the replacement. Some of the examples are ’doore’ - 'door’, ‘'mylilere’ - 'myliler’.
Here the false positives and false negatives show the incorrect results which are
given by both the methods.
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Comparison of stemming time
Dictionary vs Vriksh
B Tres
0.012 ’
0.01 .D]ﬂlonﬂ.ﬁ-
0.008
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Serial number of words

FIGURE 2.17: Comparison of execution time

2.9 Conclusion

There has been a lot of work in Indian languages for developing stemmers,
taggers, translators etc.  These types of applications help the people to
communicate and work in their own mother tongue rather than depending on
other languages. Nowadays, lot of software applications in native languages are
available as mobile apps. There lies one importance of this work. The
implementation of the tree based method makes the retrieval faster. Both the
positive and negative aspects of the present method are discussed. There is still
room for improvement and the accuracy can be increased by adding more and
more rules. Moreover, the number of nodes can be reduced by making the
method graph based. On an average our method has shown an accuracy of 87%.
Since Indic stemmer is the only link available online, the performance could be

directly compared with it alone.



Chapter 3

Clustering

Documents have been represented using graphs for many applications like
document clustering, document summarization etc.  They have also been
modeled using the vector space for various text processing activities. The
purpose of this work is to model text using hypergraph and apply the
morphological operators on hypergraph created from the underlying text to get
text clusters. The document is considered as a graph and partitioning is applied
which finally results in clusters. Here document is modeled as a hypergraph and
two methods for text clustering are discussed. The first method uses simple
hypergraph and the second method uses a weighted hypergraph. This work also
discusses on how to model multiple documents as a single hypergraph. The

method can be extended for multi-document clustering also.

3.1 Introduction

Hypergraph [88] H = (V, E) as shown in Fig 3.1(a), is a graph in which every
edge is associated with many nodes as opposed to exactly two nodes in the case
of a normal graph. Because of this, edges in a hypergraph are called hyperedges.
Here V is the set of nodes and F is the set of hyperedges. |V| is the order of the
hypergraph and |E| is the size of the hypergraph. The number of nodes with
which a hyperedge is associated is called the cardinality of the hyperedge. If the
cardinality of all the hyperedges of a hypergraph is k, then it is called a
k—uniform hypergraph. The same is shown in Fig. 3.1(b). The number of
hyperedges with which a node is associated is called the degree of the node. If all

39
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(a) Hypergraph H=(V.E) (b)) k-uniform hypergraph
where k=4

FiGure 3.1: Hypergraph

the nodes in a hypergraph are having the degree d, then such a hypergraph is
called d—regular hypergraph. Document clustering has been widely used in
many information retrieval systems [64]. Clustering helps in finding the nearest
neighbour of a document. They are used in search engines in response to a user’s
query. They also help in creating a hierarchical cluster of documents. In a
hypergraph modelling [65] for documents, the nodes are the documents and
hyperedges are the authors. Based on the authors, the documents are being
grouped. But in the present method, while converting to the area of text, a
hyperedge is a sentence and nodes are the unique words in that sentence. The
number of hyperedges in this graph will be the number of sentences considered
for clustering. Just as a sentence can have many words in it, a hyperedge is
having many nodes in it. While modeling multiple documents, a hyperedge is a
document itself and the nodes in it are the unique words in that document. The
number of hyperedges will be same as the number of documents considered for
clustering. This is the pioneer work which uses the concept of hypergraph in text
clustering as well as document clustering. Let us consider the input text given

below:
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3

=F)

Wi4 = avallable

w7 - technigue
Wy o bvthon vy, o permanent

iz = set

Kil —;db

Vi o construct

g » plckled ey o structure

Vo o PIODOSE

v o Malavalam
v, — suffix

v, _ replacement

vy L dictionary

=2

v, S developed v _mysal

FI1GURE 3.2: Text modeled as hypergraph

"The method proposed here uses a suffix replacement methodology where it
creates a Malayalam dictionary of suffizes and replacements. The Malayalam
suffix replacement dictionary is being developed using MySQL. In this method
tree is being constructed from a set of rules available in the database. The tree of
rules 1s being pickled using the pickling technique of python which makes tree a

permanent structure.”

Modeling of the above text as hypergraph is shown in Fig. 3.2. The main aim
here is to model text using hypergraphs, partition the hypergraph and create
text clusters. Outline of the remaining sections of this chapter is as follows:
Section 3.2 presents a detailed literature review on the graphical methods, non
graphical methods and parallel algorithms in text clustering. Section 3.3 creates
a mathematical framework for the text hypergraph and the text weighted
hypergraph. Section 3.4 introduces various mathematical operations on the
hypergraph and the weighted hypergraph. Hypergraph morphology is discussed

in section 3.5, the proposed methodology is discussed in section 3.6, its
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implementation, data set and the result analysis in section 3.7. Section 3.8 offers

some idea on the future work.

3.2 Literature survey

This section gives an overview of various methods currently used in the field of
text clustering. The text clustering algorithms are divided in to graphical,
non-graphical methods and their extensions in parallelism. The graphical
methods used are dependency graph based, document graph based, K-NN graph
based, co-occurrence graph based, semantic graph based and graphical network
of documents. The non graphical methods include K-means, K-medoid, density

based, hierarchical methods etc.
e Non graphical methods

In a method using association [66], the authors find correlation between the
terms using internal correlation measures like association between the
terms, normalized association between the terms, co-variance and pearson
correlation coefficients. Finally these are applied in K-means algorithm to
improve the performance. Word sense disambiguation is done using
WordNet in [67] and the theme of the text is represented using lexical
chains. Only core semantic terms are considered to reduce dimensionality
of feature set. In another paper [68], the raw input text is subjected to
many operations like wide one dimensional convolution, folding, dynamic
K-max pooling etc. The main problem with many algorithms are that,
they cluster together only if there are common terms. They won’t cluster
based on concepts. In order to solve this problem, along with document
term matrix, document concept matrix [69] is also created with the help of
Wikipedia and then clustering is done. A hierarchy of clusters [70] is
created using frequent item sets. The method spans through several phases
like tree construction, pruning, sibling merging etc. Sibling merging is done
by finding inter cluster similarity. A hierarchical clustering method [71] is
also discussed. Birch [72] is a bottom up method of clustering. When
applied to the document, the clustering feature(CF) is created from the

vector representation of the document and the CF tree is created by



Text Summarization Using IFHG 43

storing the features incrementally. The branching factor is decided and tree
nodes are split accordingly.  Density based methods like DBSCAN,
CHAMELEON (73] are being discussed, which mainly looks for the density
of the key words occurring in the short text. They accumulate neighbours

in a dense region and form clusters.

e Graph oriented methods

The importance of fidel vector in graph partitioning is well demonstrated
and is used to decompose it in to non-overlapping neighbourhoods [74].
Uniform hypergraph partitioning is applied in geometric grouping [75]. A
detailed study on eigen values, eigen vectors and eigen spaces [76] are also
made. Text can be modelled using a bipartite graph [77] and it can be
subjected to clustering. A detailed survey [78] on document
representations, text classification, clustering and implementations is
available.  The method which represents sentences and documents as
dependency graph [79] shows how words in it are related to each other.
Every word in a sentence will be related to the sentence head. After
construction of the graph several operations like merging, union etc. of
edges are performed which would improve the result of clustering.
Dependency graph for the entire text can be created. Similarity of the
graphs are found out and K-means clustering is applied. A document
graph is constructed using WordNet noun taxonomy [80] where graphs
with similar subgraphs are clustered together. Always similar subgraphs
reflect similar sense. They are mined using apriori algorithm. Firstly, the
method finds 1-edge subgraphs, then 2-edge subgraphs, K-edge subgraphs
and so on. Finally hierarchical clustering algorithm is applied to find the
similar subgraphs. In another method, weighted K-NN graph [81] is
constructed by assigning each node with K random neighbours with the
help of similarity matrix created. In the reduce phase, top-K similar nodes
are selected. Edges between the vertices are weighted, where the weight
shows the similarity. Edge pruning is done where those below a threshold
weight are deleted. In co-occurrence graph based method, the feature
terms in the document will be modeled as vertices and the edges represents
the co-occurrence of the terms [82] in the same sentence/ paragraph
/window of size n. Graphs are subjected to various operations like graph

union, subgraph calculation etc. Similar subgraphs are found out and
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clustering is done. A network of documents [83] are created with
documents as vertices, edges represent similarity between the documents.
Further cluster centroids are calculated with the centrality values where

the K-means clustering is later applied.

e Parallel algorithms

A parallel k-means algorithm [84] has been proposed where neighbour
matrix is created and it includes parallelism by including more processors
in computing. The initial centroids are updated. The method finally shows
how speed in clustering is improved by increasing the number of processors
used. A parallel method with map-reduce [85] is implemented where it
shows a good scalability and works well on large data sets. In hierarchical
agglomerative clustering [86] made parallel, there is increase in the speed
and quality of clustering. For parallel document processing [87], anchors,

pivots, hierarchy of anchors and sorting are defined on documents.

3.3 Mathematical framework for text

hypergraph

Here a text is modeled using a hypergraph and a weighted hypergraph. A sample
hypergraph created is shown in the Fig. 3.3, where there are 27 nodes and 3
hyperedges. The second hyperedge is overlapping on the first hyperedge as the
nodes 3 and 11 are repeated in second hyperedge also. The third hyperedge is
not overlapping on the other hyperedges. While partitioning using the spectral
partition method, we should get the first two edges in one partition and the third
edge in the second partition. So let us describe a mathematical frame work for
this hypergraph.

Let 7 denote the text to be clustered. Let (H.,S,¢,v) denote the hypergraph
structure corresponding to the text 7 where
H. = the hypergraph corresponding to the text 7,
¢ = the edge set in H, which represents the sentences S in the text 7 and
v = the node set in the H, which represents the unique words in the text 7.
The Edge set & can be partitioned in to disjoint equivalence classes. Equivalence

classes generate unique partitions of the given text 7.
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digraph hypergraph {

1 [hyper_node_type=hypernode}:
2 [hyper_node_tvpe=hypernode}:
3 [hyper_node_type=hypernode]:
4 [hyper_node_type=hypernode]:
5 [hyper_node_type=hypernode];
6 [hyper_node_type=hypernode]:
7 [hyper_node_tvpe=hypernode}:
8 [hyper_node_type=hypernode}:
9 [hyper_nede_type=hypernode}:

10 lyper_nede_type=hypemode]:
11 [hyper_node_typeshypemaode]:
12 [hyper_nede_type=hypemode]:
13 [hyper_nede_type=hypemeode]:
14 lyper_nede_type=hypemode]:
15 lyper nede type=hypermode]:
16 [hyper_nede_type=hypemode]:
17 [hyper_nede_type=hypemeode]:
18 lyper_nede_type=hypemode]:
19 [hyper_node_typeshypemaode]:
20 [hyper_nede_type=hypemeode]:
21 [hyper_nede_type=hypemode]:
22 [hyper_nede_type=hypemeode]:
23 [hyper_nede_type=hypamuoda]:
24 [hyper_node_typeshypemaode]:
25 [lyper_nede_type=hypemeods]:
26 [hyper_nede_type=hypemeode]:
27 hyper_nede_type=hypamuoda]:

L3 L0 L) L LD D LA L B DD B B B B B B e e e e e e i e e i i i i
' o o oo

R Mg B

1 [hyper_node_type=hyperedge]:

=

-z 1,

=11

=125

== 15
[hyper_nede_type=hyperedge]:
o

- 14
=15
= 16
-z 17
=11
== 18
[hyper_nede_type=hyvpersdge]:
-z 19,
-z 20
=21
- 22
== 235,
-z 24
-» 25;
- 26
-2 27,

FIGURE 3.3: A sample hypergraph created

The same is shown in Fig. 3.3 where the hyperedge set = [[1], [2], [3]] and the
node set consists of nodes [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27] being spanned across three hyperedges.
Let (H,7, S, W, &, v) denote a weighted hypergraph structure corresponding to the

text 7 where H,, 7 = the weighted hypergraph corresponding to the text 7,
¢ = the edge set in H,, 7 which represents the sentences S in the text 7,

v = the node set in H,,7 which represents the unique words in the text 7 and

W = the term frequency of the words in the document. The Edge set & can be

partitioned in to disjoint equivalence classes. These equivalence classes generate

unique partitions of the given text 7.

Lemma 3.1

The intersections of the partitions P; of the hypergraph H, gives an empty set.
ie,Vi NP =¢

Proof

Let 7 denote the text under consideration containing different topics which are

to be partitioned. Let H, be the hypergraph created from the text with vertex
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Partition 1

23 60 Bl B2

63 64 65

41

Outliers
Partition 2

FiGURE 3.4: Partitions in hypergraph

set v which represents the set of words and edge set & which represents the set
of sentences. Let P;1<;<, be the partition created corresponding to the edge set
in<i<n. With respect to text 7, an edge set &; is taken as the set of all sentences
related to a particular topic t,,.1<i<n.

Therefore

&GNE =9 (3.1)

So also the corresponding partition P; represents the category of text related to a
particular topic ¢,,. Hence P; contains t,, which is distinct from P; which contains

tp.. i.e., P and P; does not have any common sentences. Since each P; is disjoint,

22
it implies
PNP=¢ (3.2)
Therefore
Vin<isn NP = ¢ (3.3)

E.q(3.3) is implied from E.q(3.1) and E.q(3.2).
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Illustration

Consider the hypergraph H, in the Fig. 3.4. Here two partitions P, and P, are
created. These two partitions are not having a common edge. So When we take
the intersection of both we get an empty set ¢.

Lemma 3.2

The union of all the partitions P, of the hypergraph H, gives the original
hypergraph H..

ie., Vi |JP, = H, (Equality holds only when outliers are also considered)

Proof

In lemma 3.1, different edge sets &;.1<i<, of H; represent different text categories
belonging to t,,. While partitioning, some outlier sentences are also produced
which do not belong to any of these edge sets. The original hypergraph H, is
obtained by combining all the edge sets i.e.,

Viy<i<n U & = H (3.4)

As mentioned in lemma 3.1, since an edge set & in the hypergraph H, represents

a partition P; of text 7 it implies

Vir<i<n U Py = H; (3.5)

Illustration

According to Fig. 3.4, while partitioning, two partitions P, and P, are created.
Some nodes(nodes 41 and 57) are seen outside the partitions which do not
belong to any of the edge sets. These nodes are called outliers. The union of
these outliers and the partitions P, and P, gives the original hypergraph H.,.
Theorem 3.1

Edge set ¢ in the hypergraph H, corresponding to the text 7 generates unique
partitions P; of the text 7.

Proof

The proof of theorem follows from proof of i), ii) and iii).

i) tp, € Pi;Vi<icn

Let t,, and t,, be two different topics in text 7. Then t,, € F; and t,, € P; for
1 7.

ii) By lemma 3.1, either P, = Pjor LN P; =¢,i # j
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iii)By lemma 3.2, UP, = H,;V1<i<y,

An edge in H, represents a sentence in 7. So edge set of the hypergraph H.
represents sentences in the text 7. When spectral partitioning is applied to H,,
edge set is getting divided in to two subsets. These two sets represent the first
level clustering of the text 7. When this is iterated, it ultimately leads to
partitions(clusters) which are unique and the intersection of these partitions will

be a null set as said in lemma 3.1.

3.4 Mathematical operations

The hypergraph H, and the weighted hypergraph H,7 created for the text 7

undergo various mathematical operations.
e Adjacency matrix of H,

The adjacency matrix A of the hypergraph H, is the square matrix of the
nodes v in the hypergraph H,. Here we can see that A;; = 1 and A;; = 1,
if the node v; and node v; are part of the same hyperedge &. In turn it
means both the nodes v; and v; are words co-occurring in many sentences.
A row in the matrix A shows the neighbouring words of a particular word,
taking in to consideration all the sentences in the text 7. Referring to Fig.

3.3, we can see words 1 to 13 and 14 to 18 are neighbours of word 3.

e Diagonal matrix of H,

Diagonal matrix D, of the hypergraph H, is a square matrix of node
degree, where the diagonal entries D,; = Number of hyperedges in which
that node v; is present. It actually shows the number of sentences in which
a word occurs. While term frequency shows the total count of a word in a
text, this shows the number of sentences in which that word occurs. The
term frequency can be higher than this since it also counts the word

repetitions in a single sentence.
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e Laplacian matrix L of H, Laplacian matrix L of the hypergraph H, is a

square matrix, and can be written as

L=D,— A (3.6)
e Diagonal matrix of edge degree

Diagonal matrix of edge degree D, of hypergraph H, is a square matrix,
where the entries are the degrees of the hyperedges. The degree of a
hyperedge &; is equal to the sum of the degrees of all the nodes v; in that
hyperedge. This is the sum of number of sentences to which each word in a
sentence belongs. Suppose a sentence has n words. Let ¢,; be the count of
sentences of the text 7 in which that word occurs. The edge degree is equal

to the sum of ¢,,; of all words in that sentence S.
e Matrix H of weighted hypergraph H,7
The matrix H is the one where the rows represent the nodes and the

columns represent the hyperedges. An entry H(v;,§;) = 1 iff v; is a part of

the edge ;. In turn it means that a word w; is a part of the sentence S;.

e Weight matrix W of weighted hypergraph H,7
The weight matrix W of a hypergraph H,7 is a diagonal matrix of weights
w of hyperedges &. The weight w; of a hyperedge &; is equal to the sum of
the weights of all nodes v; in that hyperedge &. With respect to the text 7

and the hypergraph H,, the weight of a node is the term frequency of the

word in the entire document.

e Adjacency matrix of weighted hypergraph H,,7

Adjacency matrix
A=Hx+W=xH" - D, (3.7)

where D, is the diagonal matrix of node degree of weighted hypergraph.
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2.0000000040. 3
2.0000000040. ]
2.0000000040. ]
2.0000000040. ]
1.1231056340. 3
2.0000000040. ]

[-11.03815308+0.7 -4. 0526828440,

3.00000000+0. 7
2.0000000040. 7
2. 0000000040, 7

4,09083591+0. 7
2.00000000+0. ]
2.0000000040. 1
2.0000000040. 1

2.0000000040.7 -7.1231056340. ]

2.00000000+0. 7
2. 0000000040, 7

2.00000000+0. ]

2.0000000040.1]

2. 0000000040, ]
2.0000000040. 3
2. 0000000040, ]
2. 0000000040, ]
2. 0000000040, ]
2.0000000040. 3

Ficure 3.5: Eigen values of L

[array ([ -Z.73194504e-01,
-9,5346250%-01,
5.57062416e-02,
f.63900038e-03,
1.14336585-01,
-3.43444917e-02,
0.00000000e+00,
0.00000000e+00,
0.00000000e+00,

-8. 64918106~ Z,
-2, 73069312601,
1. 28152531e-01,
4. 99720404e-02,
-9, 58598287e-02,
2. 9935577702,
0. 00000000400,
0. 00000000400,
0. 000000002400,

-4, 37711025602,
-1, 69149763e-16,
6. 59639917e-02,
-3, 02742208602,
-1, 98503097e-03,
1.03613046e-01,
0. 000000002400,
0. 000000002400,
0.00000000e+400])]

FI1GURE 3.6: Eigen vector of the selected eigen value

e Laplacian matrix L,, of weighted hypergraph H,7
The laplacian matrix L,, of weighted hypergraph H,7 can be calculated as

Ly=D,— A (3.8)

3.5 Hypergraph morphology - hypergraph

contraction

Since spectral partitioning is applied to the fidel vector of the laplacian matrix L
of the hypergraph H. of the text 7 in Method-I and weighted hypergraph H,7
in Method-II, the vector is being divided in to two. Correspondingly two sets of
text 7; and 7; are created for the text 7. Two hypergraphs H" and H_ are again
created with the new set of nodes formed as part of the partitioning. Thus the

initial hypergraph is being contracted in each iterative phase.
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FI1GURE 3.9: Negative and positive splits
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3.6 Proposed method for text clustering

As mentioned above, this work has implemented two methods for text clustering.
In this method, text clustering refers to clustering text(sentences) into groups,
while in document clustering multiple documents are involved. The eigen vector
corresponding to the maximum absolute eigen value is selected as the fidel vector.
The same is shown in Fig. 3.5 and Fig. 3.6. The first method in text clustering
uses a non-weighted hypergraph and spectral partitioning is applied to it based
on the sign of fidel vector. The method has many iterations as seen in Fig. 3.7
and Fig. 3.8, until there are no change in signs. Fig. 3.9 shows the positive
and negative split made in the selected vector. The figures shown in this chapter
do not pertain to a single test case, but are outputs of various test cases. The
second method uses a weighted hypergraph where the weight of the hyperedge of
the graph is sum of the weights of the nodes in that edge. In turn the weight of
the node will be equal to the term frequency of the word in all the sentences to

be clustered. The detailed algorithm can be seen in section 3.6.1.

3.6.1 Algorithm: Method I

Algorithm 4: Clustering text 7 by spectral partitioning hypergraph H.,
Data: Hypergraph

Result: Partitions

repeat
create a hypergraph H, of the text 7;
create adjacency matrix A of the hypergraph H,;
find D, of the hypergraph H,;
find laplacian matrix L of H,;
find the eigen values of L;
search for the eigen value \; which has a maximum absolute value;
select fidel vector corresponding to this eigen value \;;
partition the vector based on the + /- values;
divide the sentences such that all those with negative value fall in one group
and those with positive value fall in the second group;

until there is no change in sign or there are < two elements in a group;
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3.6.2 Algorithm: Method II

Algorithm 5: Clustering text 7 by spectral partitioning weighted hypergraph
H,1
Data: Weighted hypergraph

Result: Partitions

repeat
create a weighted hypergraph H,7 of the text 7;
calculate weight matrix W of H,;
calculate matrix H of H,,T;
find the matrix L,, of H,T;
find the eigen values A; of L,;
select the eigen value with maximum absolute value;
find the fidel vector;
partition the elements in the fidel vector to + and - ;
divide the sentences such that all those with negative value fall in one group

and those with positive value fall in the second group;

until there is no change in sign or < two elements in a group;

3.7 Implementation

The implementation of text clustering using hypergraph is done in python. The
input document contains Malayalam/English text. Malayalam is a regional
language spoken in Kerala state and Lakshwadeep islands in India. A Malayalam
lemmatizer is developed using a tree based method which reduces the words to
its root lemma form, so that the term frequency can be calculated. Porter
stemmer is used for stemming English text. The stemming also help in
identifying the connection between the sentences for the graph creation and the

hypergraph creation.

3.7.1 Data set

The data set consists of Malayalam articles taken from the Malayalam news sites
and English articles taken from English news sites. These documents after

preprocessing like punctuation removal, white space removal and stop word
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TABLE 3.1: Data set statistics

Categories word-count stemmed stop
word-count word-count

sports, 125 40 10
medicine,

film,

sports 500 160 52
travel,
politics,

film 2000 700 160

medicine

travel 5000 1900 320
film

politics
cricket 10000 4050 990
football

tennis
films

medicine 20000 6400 1400
travel
football

removal are subjected to stemming. The text containing lemmatized words are
used for creating graph and hypergraph. Both the graphs are subjected to
spectral partitioning and results are compared. The clustering applied here help
in grouping together news articles related to particular topic. The data set
consists of news related to various topics like politics, travel, sports, medical
news, film news etc. The work has successfully clustered the articles in to groups
which finally resulted in an automatic topic identification. An overview of the

Malayalam data set is shown in Table 3.1.

3.7.2 Performance comparison

Hypergraph modeling of a text is compared with graph modeling of a text which
has been followed so far in many languages. A document is modeled as a graph as
in Fig. 3.10, by considering the sentences as vertices and an edge existing between

two vertices if there is a common word in both sentences. The connectivity of the
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FiGURE 3.10: Text modeled as graph

graph shows which all sentences are being connected and the disconnectivity of the
graph shows isolated sentences. This type of modeling has many disadvantages as
the graph which is created does not show, how the document is really organized.
While the graph method does not convey the idea about which all words make
the sentences connected, the hypergraph shown in Fig. 3.2, gives a clear idea
about the actual organization of the document, sentences and the words in it.
From Fig. 3.2, the distribution of the words in the document is evident. The
performance of text clustering using graph and hypergraph is done based on the
parameters like speed, accuracy and complexity of the methods. Among the two
methods discussed above, the weighted method shows more accuracy than the non
weighted method, so that it is used for comparison with simple graph method. The
weight of the edge will be the sum of the weights of the vertices in that edge. In the
following sections, the two new methods like hypergraph and weighted hypergraph

are compared with contemporary methods like graph and weighted graph.

e Iterations

The hypergraph method takes more iterations till it identifies all the
outliers in the data set correctly. Outliers are the text which do not belong
to any of the clusters. Outlier detection in the graph method is less. Since
the graph modeling using hypergraph is more meaningful with respect to
the organization of the document, outliers can be eliminated more
correctly. But since the document modeling using the graph convey less

knowledge about the document, the outlier detection and elimination is
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affected and not according to the expectations of the reader. The
anonymous sentences eliminated from the hypergraph method always

satisfy the reader.

e Space complexity

The number of edges in the hypergraph representing the text are equal to
the number of sentences considered. If there are 100 sentences to be
clustered, whether they are connected or not, the number of edges will be
fixed and is equal to 100. But for the graph of such a text, considering
connections among all the vertices, the number of edges will be 99 + 98
+.....4+ 1, which is very large. Generally we can say that for text with n
sentences, the number of edges in a hypergraph is n, while the number of
edges in a graph is n — 1 +n — 2..... + 1 which can be written as (n — 1)n/2
and is of order O(n?). The number of nodes in the hypergraph method is
equal to the number of unique terms considered for clustering, while the
number of vertices in the graph method is equal to the number of sentences
considered for clustering. The number of unique terms will be less as we
remove the stop words from the text in the preprocessing phase. Moreover,
there will be many repeating words in the text. Word repetition can
happen in a single sentence and also across sentences. So also the space

complexity of the hypergraph is less when compared to the graph.

e Time complexity

Time complexity of both graph and hypergraph methods are evaluated
based on the above two parameters like number of iterations and the
number of edges and vertices that need to be constructed in each iteration
of the algorithm. Even though there is a slight increase in the number of
iterations in the hypergraph method, it is compensated by the reduction in
the number of edges and nodes that need to be constructed in every
iteration of the algorithm. FEven though the number of iterations in the
graph method is less, it takes more time because of the increased number
of edges and vertices that need to be constructed in each iteration of the
algorithm. The time comparison of both graph and hypergraph are shown
in the Fig. 3.11. Both the plots show a peak value initially in the time of

graph creation, because the algorithm creates the original graph of the
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FIGURE 3.11: Execution time for graph creation

document in the first step. In each iteration, due to spectral partitioning,
the size of the graph to be created decreases. That is why, the execution
time for graph creation is minimum in the final iteration. Considering all
the iterations, the total time taken for graph creation is 0.0663611889
seconds in the case of graph based method, while the total time taken for
hypergraph creation is only 0.0194737911 seconds. This time is for the
second smallest data set mentioned in Table 3.1. Since this algorithm

iterates over the edges and the nodes in it, the time complexity is O(n?).

e Accuracy and entropy

The hypergraph method gives more accurate results in the case of cluster
formation and in the case of outlier detection. The clusters which end up
with single sentences are considered ouliers and others are actual clusters
which speak about a particular topic. The accuracy is being tested
manually with native Malayalam news readers. The clusters returned by
the algorithm is compared with the clusters returned manually by the
native people. The number of clusters returned by the weighted
hypergraph method shows an accuracy of the 98% and the clusters
returned by the graph method shows an accuracy near to 80%. The

precision, recall, F-measure of the clustering is calculated based on the true
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positives, true negatives, false positives and false negatives. True positive is
defined as the number of clusters correctly assigned by the method. True
negatives are defined as the number of outliers correctly identified by the
system, false positives are the number of outliers that the system marked
as clusters and the false negatives are the number of clusters, the system

marked as outliers. Once these measures are obtained, the following are

calculated.
Precision = t,/(t, + f,) (3.9)
Recall =1t,/(t, + fn) (3.10)
Accuracy = t, + t,/Total (3.11)
and

F — measure = 2 x Precision x Recall /(Precision + Recall) (3.12)

The results can be tabulated as in Table 3.2. The results are generated
for different data sets of varying sizes. The recall is always 1.0 since the
false negatives generated by the system is always nil. i.e., the number of
clusters, the system identifies as outliers is nil. The main contributor of
the good value of recall, is the efficient outlier detection by the proposed
system. Similarly, result analysis is made for the spectral partitioning by
the weighted hypergraph. The results obtained are consolidated in Table
3.3. Entropy is a metric that is a measure of the amount of disorder in a
vector. Among the various versions of entropy, the one which is selected
here is Shannon’s entropy. Fig. 3.12 has four entropy plots representing
graph, weighted graph, hypergraph and weighted hypergraph. Among the
four methods weighted hypergraph has the lowest entropy. The graph shows

a decrease in the disorder as the number of clusters increase.

3.8 Multi-document clustering

The two methods discussed above can be used for multi-document clustering. The
hypergraph is constructed by modeling documents as hyperedges and unique words
as nodes. The above mentioned two methods of spectral partitioning is applied

where the nodes are partitioned based on the sign of the elements in the fidel vector.
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TABLE 3.2: Result analysis of spectral partition of H,

Data set t, t, f, fn Precision Recall Accuracy F-measure
125 9 0O 1 0 090 1.0 0.90 0.95
500 9 3 1 0 090 1.0 0.92 0.95
2000 10 2 0 0 1.0 1.0 1.0 1.0
5000 20 5 1 0 095 1.0 0.96 0.99
10000 50 10 2 0 0.96 1.0 0.97 0.98
20000 100 5 2 0 098 0.95 0.98 0.96
TABLE 3.3: Result analysis of spectral partition of H,,7
Data set t, t, f, fn Precision Recall Accuracy F-measure
125 100 0 0 0 1.0 1.0 1.0 1.0
500 9 3 0 0 10 1.0 1.0 1.0
2000 10 2 0 0 1.0 1.0 1.0 1.0
5000 20 5 1 0 09 1.0 0.96 0.98
10000 50 10 1 0 0.98 1.0 0.98 0.99
20000 100 5 1 0 099 1.0 0.99 0.99
0.60 T
e—o graph
e—e weighted graph
* =—a hypergraph
0.55 | : |
=—a weighted hypergraph
0.50
; 0.45
0.40 |

0.35

no_of clusters

FIcURE 3.12: Entropy comparison
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All nodes(words) which are associated with negative values form one cluster and
those with positive values fall in the second cluster. All documents(edges) with
those nodes with negative values fall in first cluster and those with positive values
fall in the second one. This is iteratively done until there is no change in sign or

the cluster has only one document in it.

3.9 Conclusion

In this chapter, we have presented a novel method of modeling text using
hypergraphs and weighted hypergraphs. The sentences in the text forms the edge
set and the words in the text forms the node set. Once the hypergraph is
constructed various mathematical operations like finding the adjacency matrix,
diagonal matrix of node degree, diagonal matrix of edge degree, laplacian matrix,
matrix H, weight matrix are calculated. On applying spectral partitioning to the
laplacian matrix, the edges are divided in to partitions where by, it results in a
hypergraph morphology named hypergraph contraction. Hypergraph contraction
leads to the formation of text clusters. Both hypergraph method and weighted
hypergraph method are being compared with existing graph and weighted graph
method. Hypergraph methods saves time in graph creation and clustering by
29%. Hypergraph method also saves space since only less space required in each
iteration. Moreover the accuracy of the text clustering is more in the case of
hypergraphs. While hypergraph method shows an accuracy of 95.5%, weighted
hypergraph partitioning shows an accuracy of 98%.



Chapter 4

Intuitionistic fuzzy hypergraph

modeling

Intuitionistic fuzzy hypergraphs (IFHG) are hypergraphs in which a second
degree (non-membership) is also included with membership degree for every node
in it. Likewise, every hyperedge is also having a membership and
non-membership degree. If a system is modeled using IFHG, the membership
degree actually shows the wantedness of the hyperedge/node with respect to the
application and the non-membership degree shows the unwantedness of the
node/hyperedge. In order to create a summary we need to model each text
cluster as an IFHG. In this chapter we show the various morphological

operations that can be applied on an IFHG and their results.

4.1 Recent works in hypergraphs/IFHG

Lattice structures on hypergraphs [88] has shown many properties like partial
ordering, infimum, supremum, isomorphism etc. The authors have introduced
complete lattice, dualities, discrete probability distribution on vertices and
hypergraph similarity based on dilation. Mathematical morphology of
hypergraphs are also used for classification or matching problems [89] on data
represented by hypergraphs. As an example, the authors have applied it on a 2-D
image and they proposed further applications of hypergraph in image analysis.
New similarity measures and pseudo-metrics on lattices of hypergraphs [90] are

detailed, which are incorporated in existing system for hypergraph-based feature

61
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selection, indexing, retrieval and matching. Morphological dilation, erosion,
opening, closing, filtering on graphs [91] are illustrated with image processing,
where the authors apply it in binary and grey scale image denoising and the
method has outperformed many existing methods. Images are represented using
set union [92] of hyperedges and are subjected to contra harmonic mean filter for
salt and pepper noise removal. The method give better results in terms of visual

quality, peak signal to noise ratio and mean absolute error.

Intuitionistic fuzzy sets and its operators [93] are applied to electoral example.
Using modal operators and its extended version, the authors have represented
people’s changing opinion on voting day and afterwards. Fuzzy traversals of
fuzzy hypergraphs, coloring of fuzzy hypergraphs and strongly interconnected
hypergraphs [94] are also detailed. With suitable illustrations the concept of
Intuitionistic Fuzzy Hypergraphs (IFHG) [95] and Dual IFHG are illustrated,
where the authors also explain (a, §) cut on hypergraph, strength of an edge,
incidence matrix etc. Also, the authors propose to use this concept in clustering
problem.  Operations like complement, join, union, intersection, ringsum,
cartesian product and composition are defined for intuitionistic fuzzy
hypergraphs [96], where the authors further propose to apply these operations in
clustering techniques.  Isomorphism between two IFHG and the cartesian
product of two IFS [97] over the same universe are found out, where they also
illustrate in-degree, out-degree of vertex v, weak isomorphism and co-weak
isomorphism. A hyper-network [98] is created with processors as vertices and
connections between the processors modeled as hyperedge. Radio coverage
networks in a geographic region is modeled with radio receivers as vertices, where
the membership values signify the quality of reception of a station/radio. The
authors also propose further research in intuitionistic fuzzy soft hypergraphs and
rough hypergraphs. An application with Intuitionistic Fuzzy sets for career
choice [99] which is a decision making system is developed where the system
represents the performance of students using membership p, non-membership v
and hesitation margin 7. The authors apply normalized Euclidean distance to
determine the apt career choice. Operations on transversals of IFDHG [100],
their union, intersection, addition, structural subtraction, multiplication and
complement are defined and discussed. The authors also propose to work on
application in coloring of IFHG. Generalized strong IFHG (GSIFHG), spanning
IFHG and generalized strong spanning IFHG [101] are discussed, which can be



Text Summarization Using IFHG 63

used to analyze the structure of a system and to represent a partition, covering
and clustering. Morphological dilation [102] is applied to different operations like
union, intersection and complement of subgraphs of IFHG, which find role in
text processing and image processing. The authors have also proved De

Morgan’s law applied to IFHG.

Applications in propositional logic, related databases with visits of directed
hypergraphs and optimal paths are studied in detail[103]. It has many concepts
like connectivity, path and cuts of hypergraphs. Many mathematical operators
like dilation, erosion, dual adjunctions are defined on hypergraphs [104], [105]
which are applied to image filtering by modeling image as hypergraphs.

4.2 Need for an intuitionistic fuzzy hypergraph

Let us consider a cricket team with altogether 15 players. Let there be n such
teams. We can model each team as a hyperedge and the players in the team as
nodes. A player can be part of more than one team. So the entire set of teams
can be modeled as an IFHG, where each team member can be given a membership
and non-membership degree. Assume that not all the players are good performers.
Good performers can be given a higher membership degree (chance of selection to
play) and low non-membership degree (chance of non selection to play). Like wise
low performers can be given high non-membership degree (chance of non selection
to play) and low membership degree (chance of selection to play). Always those
with membership degree > 0.5 will be permanent members of the team. Consider
a scenario where 11 out of 15 players are having membership degree > 0.5 and are
permanent members. Rest four members are having high non-membership degrees
since they are not so good players and they are considered as substitute players.
Once a player is to be replaced, the one with lowest non-membership degree from
the substitute players is selected for replacement. Membership degree of a team
member should not be zero. Once it is zero he is not part of team, so also that
node is not part of the IFHG. Likewise the non-membership degree should not be
one. Here the membership and non-membership degree of the team is calculated
from the membership and non-membership degrees of the team members. If all
the team members are good players (high membership degree), then membership

degree of the team (chance of selection to the tournament) is also high. If there
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is at least one member with very high non-membership degree, it may affect the
teams performance and increase the non-membership degree of the team (chance

of rejection from the tournament).

4.3 Preliminaries of IFHG

Let [Hir, (fin;sYn), (te;7e), H™, H€] be a finite intuitionistic fuzzy hypergraph
with membership degree p,, and non membership degree ~, defined on the set of
nodes H" and membership degree p. and non-membership degree v, defined on a
set of hyperedges H® of H;r. Depending on the membership degree u,, the node
can be treated as high priority, medium priority and low priority. The non
membership degree 7, <= 1 — p,. Similarly depending on the membership
degree i, the hyperedge can be treated as high priority, medium priority and
low priority. The sum of the membership degree and non-membership degree of
the node is less than or equal to 1 [95]. i.e., u, + 7, <= 1. So also the sum of the
membership degree and non-membership degree of the hyperedge is less than or
equal to 1 [95]. i.e., e + Y. <= 1. If all the nodes in a hyperedge has p, > 0.5,
then p, is the supremum of all p,, in that edge. In such a case v, <=1 — p,. If
there is at least one node with ~, > 0.5, then the 7. of that edge is the

supremum of all -, in that edge. In such a case p, <=1 — ..

A sample [IFHG and the priorities assigned are shown in Fig. 4.1.

Node priorities are assigned as follows:

1. Low priority node : p, < 0.5.

2. Medium priority node :u,, = 0.5.
3. High priority node : p, > 0.5.

4. Low priority edge : p. < 0.5.

5. Medium priority edge : p. = 0.5.

6. High priority edge : . > 0.5.
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FIGURE 4.1: IFHG with degrees

4.4 (a,f) cut

Let [Xir, (1)), 7)), (1h,~L), X™, X€] be the sub-hypergraph obtained by applying
the (a, ) cut on Hjyp, where a corresponds to the membership degree and
corresponds to the non-membership degree of nodes/edges. i.e., H, g = X;p. The

(cv, B) cut of Hp can be written as follows:

Hop = [Xir, () (70, X XD ={(m ), (2P) ) om = o
p(ni)/u(ni) > o} 0y = {y(ni)/v(n) < B} 0ot = { ples)/ples) > a } naf
= {7v(e;)/v(e;) < B } }where u(e;) and 7(e;) are defined as in section 4.3.

Here X;r C Hjp, such that X;p consists of nodes with membership degree >
0.5. The hyperedges in X;r has at least one node with membership degree >
0.5 and it should not contain any node with non-membership degree > 0.5. i.e.,
the membership degree can be greater than 0.5, but the non-membership degree
should be less than 0.5. Now X;r is a collection of priority edges and priority

nodes.
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FIGURE 4.2: (a, ) cut and sub-IFHGs

4.5 Complement of a sub-IFHG

Given a parent IFHG H, sub-IFHG X, we can define (edge complement) of X as
X =X =H° - X°, (4.1)

and nodes in X¢ can be defined as

/

X = [H" — X" U {n;/n; € X" Nn; € IX"}, (4.2)

where I X" are isolated nodes in X without an edge. Now the node complement

of X can be written as X" where

X" = H"— X" (4.3)

Both X¢" and X" is shown in Fig. 4.3. We can see that node ng is a node in
X". According to eq(4.2), it is also present in X ¢ gince it is an isolated node in
X without a hyperedge. But we can see that X™ is not having node ng. In this
work X’ should be considered as X¢'.
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FIGURE 4.4: Results of morphological dilation

4.6 Morphological dilation

Morphological Dilation [88] [104] is of two types:

1. Dilation w.r.to hyperedge - 6¢(X™) - Returns the set of edges which has at

least one node in X.

2. Dilation w.r.to node - 0"(X*¢) - Returns the set of nodes within the
hyperedges of X.

The parent and sub-IFHGs considered for dilation operation are given in Fig. 4.5
and Table 4.1.

Let us apply union operation on these dilations and verify the results
Proposition 4.1: Let Hyr be the parent IFHG, X and Y be the sub-IFHGs,
then the following holds
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TABLE 4.1: Details of hypergraph H;p

‘ Hyperedges | nodes | Edge priority ‘
el ny o n3 N4 Low ‘
(0.4, 0.6) (0.5, 0.5) | (0.5, 0.5) | (0.4, 0.6) | (0.5, 0.5)
€9 N9 Ny ns i Medium ‘
(0.5, 0.5) (0.5, 0.5) | (0.5, 0.5) | (0.5,0.5) | (0.5, 0.5)
es n3 Ny ny ng Low ‘
(0.4, 0.6) (0.4, 0.6) | (0.5, 0.5) | (0.6,0.4) | (0.8, 0.2)
ey Ny g ng Ng Low ‘
(0.9, 0.1) (0.5, 0.5) | (0.5, 0.5) | (0.5,0.5) | (0.9, 0.1)
es Ny ng n10 n11 High ‘
(0.8, 0.2) (0.7, 0.3) | (0.5, 0.5) | (0.5,0.5) | (0.6, 0.4)
€6 ng Ny n11 N12 High ‘
(0.9, 0.1) (0.5, 0.5) | (0.9, 0.1) | (0.8,0.2) | (0.9, 0.1)

F(X UY)E = 6"(X) U™ (YE),

(4.4)

where §"(X UY)¢ is a dilation w.r.to nodes. This dilation retrieves only priority

nodes.

Proof: Consider the union operation of two sub-IFHGs X and Y. In L.H.S of
eq(4.4), consider X UY = (2", Z¢) where Z" = X" UY"™ and Z¢ = X°UY* and

the union operation is same as the operation on graph. Therefore

by definition of §".

(X UY) =27

(4.5)
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FIGURE 4.6: §"(X UY)*

Also 0"(X€) = X" and §"(Y°¢) = Y™. Thus

S(XE)USN(Y®) = X"UY™ = 2", (4.6)

Equations(4.5) and (4.6), imply 6" (X UY)¢ = 6™(X¢)U0™(Y ). Fuzzy membership
and non-membership degrees are invariant under this equation. The result of this
operation is shown in the Fig. 4.6. As seen in this figure, this dilation operation
will retrieve all nodes within the priority sub-IFHGs. Since the graphs are of
higher priority, the nodes retrieved are also of high priority.

Example 4.1: Consider H = (H", H) as an IFHG, where H™ are the nodes
such that H"™ = {ny,ng, ns3,ny,ns, ng, ny, ng, Ng, N0, N11,N12} and HE be the
hyperedges such that H® = {ey, es, e3,€4,€5,¢6}. Let X be the sub-IFHG, where
X = (X", X¢); where X" = {n7,ng,nig,n11} and X¢ = e5. Let Y be the
sub-IFHG, where Y = (Y™, Y®); where Y™ = {ng, ng,n11,n12} and Y = eg. The
membership degree and the non-membership degree of the nodes and hyperedges
of IFHG H are given in Table 4.1. Here we  set
X = Hy5/{05 < a<=098<=1-a})Y = Hys/{a >= 098 <=1—a }.
The result of the operation §"(X UY)® is Z" = {ns, ng, ng, n1g, n11,n12}. Also
the same results are obtained from 0"(X¢) U " (Y°); ie.,
{nz,ng,n10,n11} U {ng, ng, n11,n12} = {nz, ng,ng,n1o,n11,n12} = Z". Here the

proof is substantiated with the above example.

Proposition 4.2: Let X and Y be sub-IFHGs of H;r and ¢ be the dilation
operator defined, then edge dilation of X UY is

F(XUY)™ = 6°(X™) U (Y™). (4.7)
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FIGURE 4.7: §¢(X UY)"

Proof: In L.H.S of eq(4.7), §°(X UY)™ is the collection of all edges which consists
of nodes in X UY. As shown in Fig. 4.7, it consists of edges which are of priority
and also of non priority. This is because, the nodes of sub-IFHGs X and Y are
also part of other hyper edges which are of medium priority or low priority. All

other edges are discarded in this operation. Let

F(XUY)" = Z° (4.8)
In R.H.S of eq(4.7), 6°(X") = X° and 6°(Y") = Y*.
Hence
(XMUY= XUY® =2Z° (4.9)
From equations(4.8) and (4.9), it follows that 6¢(X UY)"™ = 0¢(X™) U ¢(Y™).

Example 4.2: Consider the same problem defined in example 4.1. Applying it
in L.H.S of eq(4.7), we get (X U Y)" = {ns, ng,ng,nio,n11,n12}. Now
(X UY)" = {es, eq,€5,66}. Considering R.H.S, we get 0°(X™) = {es, eq,€5,¢€6}
and 0°(Y™) = {es, eq,e5,e5}. Now 0°(X™) U (Y™) = {es, €4, €5, €6}

Proposition 4.3: Let H;r be the parent IFHG, X and Y be the sub-IFHGs, ¢
be the dilation operator, then dilation w.r.to nodes of (X’ UY’) is

X UY)E = 6 (X") Uam(Y"). (4.10)
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Proof: Let X' = H - X,Y' = H-Y, X' = (X", X¢). Let (X"UY")® be the
set of all hyperedges not in X’ UY’ = Z'. Also Z" and Z¢ are the nodes and
hyperedges of Z’. Hence

M(X'UY) =27, (4.11)

Also
X)) USm(YE) = X" UY™, (4.12)

From eq(4.11) and eq(4.12), eq(4.10) is implied. Here (X'UY")® retrieves all edges
which are of high, medium and low priority. So also the dilation operation 6" (X'U
Y")¢ retrieves all nodes within these high, medium and low priority hyperedges.

The same is shown in Fig. 4.8(a).

Example 4.3: Considering L.H.S of eq(4.10), we obtain (X' U Y”)¢ as the set
{e1,e9,€3,€e4,€5,66}. From that we get, §"(X' U Y’)® as the set of nodes
{n1, ne, ng, ny, ns, ng, N7, Ng, N9, N1, N11, N12}. Consider R.H.S of eq(4.10), where
we get 9"(X") = {n1,na,n3, ng, N5, Ng, N7, Mg, Ng, N11, N12 }- Also
d"(Y'®) = {nq, ng, n3, ny, ns, ng, N7, ng, Ng, N1, N11 . Now 6" (X'®) U 6"(Y’) is the

set {nl) ng, N3, Ny, Ny, Ng, 17, N8, N9, N10, N11, le}'
Proposition 4.4: Let H;r be the parent IFHG, X and Y be the sub-IFHGs,

be the dilation operator then dilation w.r.to edge is

F(XTUY)" = 64(X™) U5 (Y™). (4.13)

Proof: Let X' = H—- X, Y = H-Y, X' = (X", X),Y' = (Y™, V). (X'uy’)»
be the set of all nodes not in X UY, where X UY = Z’. Also Z" and Z¢ are the
nodes and hyperedges of Z’. Hence

(X Uy =2z¢. (4.14)
Also
XMy Us(Y™) =X uY®©. (4.15)

From eq(4.14) and eq(4.15), eq(4.13) is implied. This dilation operation will
retrieve all edges which are of high, medium and low priority. The same is shown
in Fig. 4.8(b).
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.
e

FIGURE 4.8: (a) 6"(X'UY’)® (b)d¢(X UY")™

Example 4.4: Considering the L.H.S of eq(4.13), we obtain the result
(X" U Y™ as the set {ni,ng,ns, ng,ns, ne, nr,ns, Ny, N1g, N1, N12 - Now
(X U Y = {eg,eq,e3, 64,65 66} Consider the R.H.S, where
d(X'™) = {eq, ea,€e3,64,66}. Now 0°(Y'™) = {ey, eq,€3,€e4,e5}. From this we get
5 (X™) U de(Y'™) = {e1, €2, €5, €4, €5, €6}

Let us apply intersection operation on these dilations and verify the results.

Proposition 4.5: Let H;r be the parent IFHG, X and Y be the sub-IFHGs,
then the following holds:

F(X NY)E = 6"(X¢) N6 (Y*), (4.16)

provided there are common edges in X and Y, where 6"(X N Y)® is a
morphological dilation w.r.to nodes, which retrieves priority nodes which are

present in common edges of both the subgraphs.

Proof: Consider the intersection of two sub-IFHGs X and Y. In L.H.S of eq(13),
consider X NY = (Z",Z¢) where Z" = X" NY" and Z° = X°NY*° and the

intersection operation is same as the operation on graph. Therefore
MXny)y=2z" (4.17)
by definition of 6”. Also 6"(X°) = X™ and 0™(Y¢) = Y. Hence

S(XE) N oM(Y) = X" Y™ = 2", (4.18)

Eq(4.16) is implied by eq(4.17) and eq(4.18). Fuzzy membership and
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FIGURE 4.9: "(X NY)°

non-membership are invariant under this equation. The resultant graph is shown
in Fig. 4.9. This dilation will retrieve only priority nodes which are found in
both X and Y.

Example 4.5: Since the above result is true only if there are common edges
in X and Y, let us modify X by including a common edge with Y so that now
new X = (X" X¢), where X¢ = {es,e6} and X" = {ns, ng, ng, nig, n11, n12}-
Consider result of L.H.S of eq(4.16), where we get (X NY)® = {es}, so we get
0"(X€) = {nz,ng,ng,n1,n11,n12}. Consider R.H.S of eq(4.16), where we get
d"(X¢) = {nz,ng,ng, n10,n11,n12} and 6"(Y) is the set {ng,ng,ni1,n12}. Then

Proposition 4.5 is proved with the result §"(X°) N d™(Y*°) as {ns, ng, n11,n12}.

Proposition 4.6: Let H;r be the parent IFHG, X and Y be the sub-IFHGs,
then the following holds:

F(X NY)™ = 65(X™) N 65(Y™), (4.19)

where 6¢(X NY)" is a dilation w.r.to edges which retrieves edges which contains

at least one priority node common in both the subgraphs.

Proof: In L.H.S of eq(4.19), (X NY)" is the collection of all nodes in X NY'. i.e.,
(X NY)™ is the collection of all hyperedges which contains these nodes. Let

(X NY) =2Z° (4.20)
In R.H.S of eq(4.19), §¢(X") = X© and 6°(Y™) = Y°. Hence

(XM No(Y")=XNY*®=Z°. (4.21)
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FIGURE 4.10: é¢(X NY)"

Eq(4.19) is implied by eq(4.20) and eq(4.21). The same result is shown in Fig.
4.10. As we see in the figure, not all edges are of high priority. It retrieves all
kinds of edges. But it ensures that at least one node in that edge is of high
priority.

Example 4.6: Consider X and Y mentioned in example 4.1. In L.H.S of
eq(4.19), while we get (X NY)" = {ng,ng}. we get 0°(X NY)" = {es, eq, e5,¢€4}.
Considering R.H.S of eq(4.19), we obtain 6°(X") = {es, eq,e5,66};
(Y™ = {es,eq,e5,665. Now d°(X") N d"(Y") = {es,eq,e5,66}. Now
(X" Nos(Y™) = {es, eq, €5, €6}

Proposition 4.7: Let H;r be the parent IFHG, X, Y the sub-IFHGs, then
(X' NY")=6"(X") N (Y, (4.22)

provided there are common edges in X and Y, where 6"(X’' NY’)¢ is a dilation
w.r.to nodes which retrieves all types of nodes in edges which are present in X’
and Y.

Proof: Let X' = H—X = (X", X“)and Y’ = H-Y = (Y",Y*). Let (X'NY")*
be the set of all hyperedges not in X NY, where X' NY’ = Z’. Also Z" and Z¢
are the nodes and hyperedges of Z’. Hence

(X' NY'e =2, (4.23)

Also
(XN M(Y ) =XV nY™, (4.24)

Eq(4.22) is implied by eq(4.23) and eq(4.24). Resultant graph obtained is shown
in Fig. 4.11(a).
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Example 4.7: Let us consider the modified X = (X", X¢), where X© = {es, e}
and X" = {nzs, ng, ng, n10, n11,n12}. Now in L.H.S of eq(4.22), we get (X' NY’)®
as {e1,eq,e3,e4}. Now 6" (X' NY") = {ny, ng, n3, ny, ns, ng, n7,ng, N9 }. Consider
R.H.S of eq(4.22) where we get 6"(X')¢ = {ny,ng, ng,ng, ns,ng, N7, Ng,Ng }-
M (Y")e = {n1,na, N3, nyg, N5, Ng, N7, Ng, Ng, N1g, N11 }- Thus we get
(XN a™(Y') = {n1, na, n3, ng, ns, N, N7, Ng, Ny -

Proposition 4.8: Let H;r be the parent IFHG, X, Y the sub-IFHGs, then
(X' NY)" =54(X")Né(Y™), (4.25)

where 0¢(X’' NY’)" is a dilation w.r.to edges which retrieves all types of edges
which contains at least one node common in X’ and Y”.

Proof: Let X' = H—X = (X", X“YandY' = H-Y = (Y™, Y®). Let (X'nY")"
be the set of all nodes not in X NY, where X’ NY’ = Z'. Also Z" and Z¢ are
the nodes and hyperedges of Z’. Hence

(X' Ny = 2z¢. (4.26)

Also

(X&Y' =X NY®. (4.27)
Eq(4.25) is implied by eq(4.26) and eq(4.27). The resultant graph is shown in
Fig. 4.11(b).
Example 4.8: Take X and Y as defined in Example 4.1. Applying it in
eq(4.25), we get (X' N Y)" = {ng,ng, ng, ng,ns, ng nr,ng,Ng}. So
(X' N Y = {eg,eq,e3,e4,65,66}.  H(X')" = {ey,e9,e3,64,65,65}.  Also
(Y™ = {e, ea,€3,€4,€5,€6}. Thus §°(X" )" N o (Y')" = {e1, €2, €3, €4, €5, €6}

4.7 Generalized associative law

e Union
Proposition 4.9: Let X7, X, ....., X, be the sub-IFHGs of H;p. Let 0" be

the dilation w.r.to nodes, then

MXTUXo U UX,) = 0"(X1) Ud™(X2).... U™ (X,,)". (4.28)
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(a)

FIGURE 4.11: (a) 6™(X'NY")¢ (b)os(X' NnY’)”
The proof follows from proposition 4.1. Similarly
(X1 UXoU . UX,)" =09X1)" U (X)".... U (Xp)", (4.29)

where the proof follows from proposition 4.2.

e Intersection
Proposition 4.10: Let X, Xy, ....., X, be sub-IFHGs of H;r. Let 0" be

the dilation w.r.to nodes, then
MMXiNXeN..NX,)=8"(X1)No"(Xe)...Nd"(X,)°. (4.30)

The proof follows from proposition 4.5.

Similarly
F(XiNXoN..NX,)" =04X1)" No(X)" ... N6 (X)), (4.31)

where the proof follows from proposition 4.6.

e Distributive law
Let X,Y and T be three sub-IFHGs of H;p, then

M(XUY)NT) =MXNT)*ud™ (Y NT)°. (4.32)

The proof follows from proposition 4.1 and proposition 4.5.



Text Summarization Using IFHG 7

4.8 De Morgan’s law applied to morphological

dilation

Dilation with respect to nodes considering union of sub-IFHGs
Proposition 4.11: Let X,Y be the sub-IFHGs, ¢ be the dilation operator then

(X UY)®=6"(X) N (Y')e. (4.33)

Proof: Let (X UY') be the sub-IFHG with edges which are not present in X UY".
Let (X UY)'® be the edges in that hypergraph. Hence 6"(X UY)® is the set of
all nodes in the sub-IFHG (X UY)". Let it be Z". Also §"(X’) is the set of all
nodes in X’ and §™(Y”)¢ is the set of all nodes in Y’. Let v be an arbitrary node
in 0"(X UY)'®, which implies that v belongs to 6"(X’)¢ and v belongs to §™(Y")°.

Hence

SUX UYYE CoM(X) N oY), (4.34)

Let v belongs to §™(X’)¢Nd™(Y’)¢ which implies that v belongs to X’ and v belongs
toY’. Hence v ¢ X andv ¢ Y.

Therefore v ¢ X UY. Hence v € (X UY). ie,

5" (X')e N 8" (Y)e C 6"(X UY)". (4.35)

Eq (4.33) is implied by eq(4.34) and eq(4.35).

Example 4.11: Consider the IFHG given in Table 4.1( also shown in Fig.
4.12(a)(b)(c)). Let X be a sub-IFHG =(X",X¢) and X¢ = {es,es} and
X = (X" X, where X¢ is the set {es,es} and X" is the set
{nz,ns,ng,n19,m11,n12}. Let Y be another sub-IFHG such that Y = (Y",Y*),
where Y = {eg} and Y™ = {ng, ng, n11,n12}. Considering L.H.S of eq(4.33), we
get (X UY)'® as the set of hyperedges {e, es, €3, e4}. Now §"(X UY)* is the set
{n1,n2,n3,n4,ns5,ng,N7,M8,n9}. Considering R.H.S of eq(4.33), we get §"(X’)®
as the set {nj,ng,ns, ny,ns,ng,n7,ng,not. Also d"(Y’)¢ is the set of nodes
{n1,na,n3, ng, N5, ng, N7, Ng, Ng, N19, 11 . Thus we get 6™(X’)*N o™ (Y')¢ as the set

given by {nq,na, ng, ng, ns, ng, n7, ng, ng } as shown in Fig. 4.12(d).
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SXuUY)Y 5(XuUY) §XAY) §(XAY)"
(@M (e (0 (2)

FIGURE 4.12: De Morgan’s law and morphological dilation

Dilation with respect to hyperedge considering union of sub-IFHGs
Proposition 4.12: Let X,Y be the sub-IFHGs and ¢ be the dilation operator,
then

(X UY) =0°(X")"naoc (Y. (4.36)

Proof: Let (X UY) be the sub-IFHG edges which are not present in X UY". Let
(X UY)' be the edges in that hypergraph. Hence §¢(X UY)™ is the set of all
hyperedges in the sub-IFHG (X UY). Let it be Z¢. Also 6°(X’)" is the set of
all hyperedges in X’ and §¢(Y")™ is the set of all hyperedges in Y’. Let v be an
arbitrary node in 6¢(X UY)™, which implies that v belongs to both §°(X’)" and
d°(Y')". Hence

F(XUYY™ C 8 (X")" N o (V)" (4.37)

Let v belongs to 6¢(X’)" N d¢(Y’)" which implies that v belongs to both X’ and
Y’. Hence v ¢ X and v ¢ Y.

Therefore v ¢ X UY.
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which implies v € (X UY')". Hence

5 (XY N 8(Y)" C 8(X NY)™. (4.38)

Eq (4.36) is implied by eq(4.37) and eq(4.38).

Example 4.12: Consider the IFHG given in Table 4.1( also shown in Fig.
4.12(a)(b)(c)). Considering L.H.S of eq(4.36), we get (X N Y)™ as the set
{n1,n2,n3,ny, N5, Ng, N7, Mg, g t. Thus we get §¢(X NY)™ = {e1, ez, €3, €4, €5, €6}
Considering R.H.S of eq(4.36), we get 0°(X’)" = {e1,es, e3,€4,6565}. Thus
(XN (Y')" = {e1, 9, €3, €4, €5, 66} as shown in Fig. 4.12(e).

Dilation with respect to node considering intersection of sub-IFHGs

Proposition 4.13: Let X, Y be the sub-IFHGs, ¢ be the dilation operator, then
(X NY)e=o"(X") U, (4.39)

provided there are edges in X NY'.

Proof: Let (X NY) be the IFHG with edges which are not present in X NY.
Let (X NY) be the edges in that IFHG. let 6"(X NY')" be the set of all nodes
in the sub-IFHG X NY as in Fig. 4.12(f). Let v be a node in 6"(X NY)’, then
it is not anode of X NY iev ¢ X NY.

X NY)Y ¢ XNY. (4.40)

Also 0™(X")¢ is the set of nodes in X’ and 0™ (Y”)¢ is the set of nodes in Y’. Let v
belong to 0" (X’)¢ U™ (Y’)¢ which implies that v either belongs to any node in X’
or Y'. ie., v ¢ X NY. Therefore

MXNUMY ) ¢ XNY. (4.41)

Eq(4.39) is implied by eq(4.40) and eq(4.41).

Example 4.13: Consider the IFHG given in Table 4.1( also shown in Fig.
4.12(a)(b)(c)). Consider L.H.S of eq(4.39), we get (X NY)® = {e1, 2, €3, €4,€5}.
Now (X NY)® is {ny,ng, n3, ng, ns, ng, n7, ng, Ng, N19, 111 }. Now from R.H.S of
eq(4.39), we get 0"(X")¢ as the set of nodes {ny,na, ns, ng, ns, ng, n7, ng, g . Also

d™(Y")¢ gives the set of nodes {ny, nq, ng, ng, ns, ng, n7, ng, ng, N19,n11}. Therefore
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(XU ™Y = {ny,ng,ng,ng, ns,ng, N7, Ng, Ng, N1g,N11} as shown in Fig.
4.12(f).

Dilation with respect to hyperedge considering intersection of
sub-IFHGs
Proposition 4.14 Let XY be the sub-IFHGs, 0 be the dilation operator, then

F(XNY)™ =X U5 (V') (4.42)

provided there are edges in XNY. Let (XNY) be an IFHG with nodes which are
not present in X NY. Let (X NY)™ be the nodes in that IFHG. Let §¢(X NY)™
be the set of all edges in the sub-IFHG (X NY)’. Let e be an edge in 6¢(X NY)™.
i.e., it is not an edge of X NY. Therefore e ¢ X NY and hence

FXNY)"¢ XNY. (4.43)

Also 0¢(X")™ is the set of all edges in X’'. Also 6¢(Y”)" is the set of all edges in
Y’. Let e belongs to 6°(X’)" U §°(Y")", which implies that e either belongs to X'
orY'. ie., e ¢ X NY. Therefore

S(XUS(Y) ¢ X NY. (4.44)

Then Eq(4.42) is implied by eq(4.43) and eq(4.44).

Example 4.14: Consider the IFHG given in Table 4.1( also shown in Fig.
4.12(a)(b)(c)). Considering L.H.S of eq(4.42), we get 0(X NY)™ as the set of
hyperedges {e1, e, €3,€4,€5,¢6}. Consider R.H.S of eq(4.42), where we get
(X" = {ey,ea,e3,64,65,¢6F. Now 6°(Y')" = {ey,eq,e3,€e4,65,66}. Thus

F(XN) MU (Y = {eq, 9, €3, €4, €5, 66} as shown in Fig. 4.12(g).

4.9 Morphological erosion

Morphological erosion [88] [104] is of two types:

1. Erosion w.r.to hyperedge - £¢(X"™) - Returns the set of edges which has only
nodes in X. Given a parent IFHG H and sub-IFHG X as in Fig. 4.14(a) and
Fig. 4.14(b) respectively, the result of this erosion is shown in Fig. 4.14(c).
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FIGURE 4.13: (a)Parent IFHG H, (b) sub-IFHG X, (c)sub-IFHG Y

(a) (b) (c)

FIGURE 4.14: Result of erosion w.r.to edge

2. Erosion w.r.to node - €"(X¢) - Returns the set of nodes which are not present
in X¢. Given a parent IFHG H and sub-IFHG X as in Fig. 4.15(a) and Fig.
4.15(b) respectively, the result of this erosion is shown in Fig. 4.15(c).

4.10 Mathematical modeling for morphological

erosion

In this section, let us model a parent IFHG and introduce (o, ) cut of the
parent IFHG in order to «create priority sub-IFHGs. Let us define
H;p = [H",H¢], where H" = [ni,nsg,ns,ng,ns, ng, N7, Ng, Ng, N1g, N11, N12| and
H¢ = [eq,e9,€3,€e4,€5,66] as given in Fig. 4.13. Some nodes are of low priority

(n, < 0.5), some are of medium priority (u, = 0.5) and few others are of high
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FIGURE 4.15: Result of erosion w.r.to node
TABLE 4.2: Details of hypergraph H;p
‘ Hyperedges | Nodes ‘ Edge priority ‘
el n N9 ns T4 Low ‘
(0.4, 0.6) (0.5, 0.5) | (0.5, 0.5) | (0.4, 0.6) | (0.4, 0.5)
€2 (o) U ns Ng Low ‘
(0.4, 0.6) (0.5, 0.5) | (0.4,0.6) | (0.4, 0.6) | (0.9, 0.1)
€3 ns Ny ny ng Low ‘
(0.4, 0.6) (0.4, 0.6) | (0.4,0.6) | (0.6, 0.4) | (0.8, 0.2)
€4 N4 ng ng Ng Low ‘
(0.4, 0.6) (0.4,0.6) | (0.9,0.1) | (0.8,0.2) | (0.9, 0.1)
€5 ny ng n10 n11 High ‘
(0.8, 0.2) (0.6, 0.4) | (0.8,0.2) | (0.8,0.2) | (0.8, 0.2)
€6 ng Ng n11 12 High ‘
(0.9, 0.1) (0.8,0.2) | (0.9,0.1) | (0.8,0.2) | (0.9, 0.1)
priority (u, > 0.5). Let X;r be obtained by (a,8) cut on

Hir/05<a<09{8<1—-a}n{8<0.1}. Here a corresponds to membership

degree and 3 corresponds to non-membership degree. We can see that thresholds

are applied on both o and 5. Since « has a wider range, we get a sub-IFHG with
Let Yir be obtained by («, ) cut on
Hip/a > 09;{f < 1—-a}n{B < 0.1}. Since o has high limit, we get a

sub-IFHG with relatively less number of hyperedges and nodes when compared

more number of edges and nodes.

with the first one. The details of the hypergraphs H;r, X;r and Y;p are given in

Table 4.2, Table 4.3 and Table 4.4 respectively. For simplicity let us refer them
as H, X and Y.
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TABLE 4.3: Details of hypergraph Xrp

‘ Hyperedges | Nodes ‘ Edge priority ‘
€5 nr ng Nn10 ni High ‘
(0.8, 0.2) (0.6, 0.4) | (0.8,0.2) | (0.8,0.2) | (0.8, 0.2)
€6 ns N9 ni11 12 ngh ‘
(0.9, 0.1) (0.8, 0.2) | (0.9,0.1) | (0.8,0.2) | (0.9, 0.1)

Hyperedges Nodes Node priority ‘
(0.9, 0.1)
TABLE 4.4: Details of hypergraph Y7p

‘ Hyperedges | nodes ‘ Edge priority ‘
€6 ng ng nii N12 High ‘
(0.9, 0.1) (0.8, 0.2) | (0.9,0.1) | (0.8,0.2) | (0.9, 0.1)

Hyperedges nodes Node priority ‘
(0.9, 0.1)
e o [
o o o
13'5 96
(a) (b}

FIGURE 4.16: (a) H (b) Result of union of erosion w.r.to edge

Proposition 4.15: Let H;r be the parent IFHG. Let X and Y be the sub-IFHGs

and € be the erosion operator, then

(X UY) =e(X")ues(Y"),

(4.45)

where (X UY)" is an erosion w.r.to edge, which retrieves edges consisting of

only nodes either in X or in Y.

Proof: In L.H.S of eq(4.45), (X UY)"™ = collection of all edges which consists
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of nodes in (X UY)" only. Let {ny,no,....... ,nk} be the nodes in (X UY). Let
{e1, €, ...., e} be the hyperedges which consists of these nodes only. Let e¢(X™)
be the set of hyperedges which contains nodes in X only and £°(Y™) be the set of
hyperedges which consists of nodes in Y only. So these edges are present either
in e°(X") or in €°(Y"™). We can explain this w.r.to an IFHG formed, where
technical documents are hyperedges and authors are nodes. Let X be the
sub-IFHG consisting of only documents and authors in the area of graphs. So X
consists of hyperedges which represent documents and isolated nodes which
represent authors. Let Y be the sub-IFHG which consists of documents and
authors in the area of fuzzy graphs. Y also consists of hyperedges which
represent documents and isolated nodes which represent authors. Let Y C X.
Now (X U Y)™ is the union of authors in graphs and fuzzy graphs. Also

ef(X UY)" is the set of documents which consists of these authors only. i.e.,

E(XUY)" Cef(X")ues(Y"), (4.46)

where £°(X™) can be considered as the documents in the area of graphs only and

e¢(Y™) can be documents in the area of fuzzy graph only.

Now considering R.H.S of eq(4.45), €°(X™) represents the collection of edges
which contains nodes in X only. Also €°(Y™) represents the collection of edges
which contains the nodes in Y only. Let {ni,ns,....,n,} be the nodes in X and

{e1,e€2,....,e,} be the edges in e¢(X™). Let {n,41,np+2, ..., nx } be the nodes in Y

and {epi1,€p19,...., €} be the edges in e*(Y"). Now an edge e in {e1,eq,....,e;}
can be present either in {ejy, ey, ....,e,} or in {ey11, €pt2, ..., e} i€,
(XM Ues(Y™) Cef(XUY)™ (4.47)

Eq(4.45) is implied by eq(4.46) and eq(4.47).

Example 4.15: Consider Table 4.2, Table 4.3 and Table 4.4. In L.H.S of eq(4.45),
we get (X UY)" = {ng, ny,ng,ng,n1o, n11,N12} i.e., we are taking all nodes in
X UY. Now find edges from H which consists of these nodes only. This will
give us e¢(X UY)" = {es,e6}. Now in R.H.S of (4.45), e¢(X™) are the edges
in H which consists of nodes of X only. i.e., e(X") = {e5,e6}. Again £°(Y™)
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FIGURE 4.17: ef(X™)Ues(Y™)

are the edges in H which consists of nodes on Y only. ie., e(Y") = {eg}.Thus
e(X™M)Ue(Y™) = {es,e6} U{es} = {e5,€6}. The result is shown in Fig. 4.16(b)
and Fig. 4.17.

Proposition 4.16: Let H;r be the parent IFHG. Let X and Y be the sub-IFHGs

and € be the erosion operator, then

(X NY) =e(X")Nnes(Y"), (4.48)

where e¢(X NY)™ is an erosion w.r.to edge which retrieves edges consisting of only
nodes common in X and Y.

Also, If X NY = ¢, then e4(X NY)" =&4(X") Ne*(Y") = ¢.

Proof: In L.H.S of eq(4.48), e¢(XNY)" is the collection of all edges which consists
of nodes in (X NY) only. Let {ny,ng,.....,ng} be the nodes in (X NY). Let
{e1, eq,....ex} be the hyperedges which consists of these nodes only. So these
hyperedges are present both in £(X™) and £(Y™"). i.e.,

(X NY)" C e5(X™) Nes(Y™). (4.49)
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FIGURE 4.18: (a) H (b) Result of intersection of erosion w.r.to edge

Now considering R.H.S of eq(4.48), °(X™) represents the collection of edges
which contains nodes in X only. Also €¢(Y™) represents the collection of edges
which contains the nodes in Y only. Let {ni,ns,....,n,} be the nodes in X and
{e1,e2,....,e,} be the edges in (X™). Let {nyt1,npy2, .....,ng } be the nodes in Y
and {epi1,€pt2, ..., ex} be the edges in e¢(Y™). Now an edge e in {e1, e, ...., e}

must be present both in {ej, es,....,€,} and in {e,41, €pta, ..., €4} L€,

(XM Ned(Y") Cef(XNnY)™ (4.50)

Eq(4.48) is implied by eq(4.49) and eq(4.50).

Example 4.16: Consider Tables 4.2, 4.3 and Table 4.4. In L.H.S of (4.48),
We get (X NY)" = {ng, ng,ng, n11,n12} i.e., we are taking all nodes in X NY.
Now find edges from H which consists of these nodes only. This will give us
e(XNY)" = {es}. Now in R.H.S of (4.48), e¢(X") are the edges in H which
consists of nodes of X only. i.e., e¢(X™) = {es5,e6}. Again ¢*(Y™) are the edges in
H which consists of nodes on Y only. i.e., e¢(Y") = {eg}. Thus e¢(X")Ne*(Y") =
{es,e6} N {es} = {es}. The result is shown in Fig. 4.18(b).

Proposition 4.17: Let H;r be the parent IFHG. Let X and Y be the sub-IFHGs

and € be the erosion operator, then

(X UY)=e"(X)ue™(Ye), (4.51)
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where €"(X U Y)¢ is an erosion w.r.to node which retrieves high priority nodes

which are not present in (X UY)*.

Proof: Consider L.H.S of eq(4.51). Let v be an arbitrary node in (X U Y)°.
i.e., v is a node in (X UY)® but it is not a not of (X UY)<.

ie.,
ve(XUY)L (4.52)

Also
v (XUY). (4.53)

Consider R.H.S of eq(4.51), where v is a node of €"(X¢) Ue™(Y*) i.e.,

veX° (4.54)
Also

v X (4.55)
or

veYe (4.56)
Also

v Ye. (4.57)

Eq(4.52) is implied by eq(4.54) and eq(4.56). Also eq(4.53) is implied by eq(4.55)
and eq(4.57). Also Eq(4.51) is implied by eq(4.52) - eq(4.57).

Example 4.17: Consider Table 4.2, Table 4.3 and Table 4.4. In L.H.S of
eq(4.51), we get (X UY)® = {e5,e6}. i.e,, we are taking all edges in X UY. Now
find (X UY) ie., all edges which are not included in this. Now find all
(X U Y)" which are not in any edge of (X U Y). ie.,
e"(X UY)® = {ni,n11,n12}. Consider R.H.S of eq(4.51). X¢ = all edges in X.
Find X¢ = H¢ — X° = all edges other than that in X. Now find all nodes in X
which are not in any hyperedge of X¢. i.e., €"(Y®) = {ni, ni1,n12}. Now £"(Y®)
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FIGURE 4.19: (a) H (b) Result of union of erosion w.r.to node

= all nodes in Y which are not in any edge of Y¢, where Y¢ = H® —Y*. ie.,
8n<ye> = {nlg}. ThUS 8"(Xe) U €n<ye> = {TLlo, nu,nlg} U {nlg} = {TLlO,TZH, 7112}.
The result is shown in Fig. 4.19(b).

Proposition 4.18: Let H;r be the parent IFHG. Let X and Y be the sub-IFHGs

and € be the erosion operator, then
"X NY) ="(X)Nne" (YO, (4.58)

where €"(X NY)¢ is an erosion w.r.to node which retrieves high priority nodes
which are not present in (X NY)*.

Proof: Let v be an arbitrary node in €"(X NY)¢. Consider L.H.S of eq(4.58),
where v is a node in (X NY)¢; but not a node of (X NY)¢. A node in (X NY)¢
is written as (X NY)®™ and is defined as per eq(4.2).

ie.,
ve(XNY)~ (4.59)

Also
v (XNY)©. (4.60)

Consider R.H.S of eq(4.58), where v is a node of £"(X¢) Ne"(Y*®), then it is a
node of (X¢), but not a node of (X¢). A node of (X¢) is written as (X™) and is
defined as per eq(4.2). Also v is a node of (Y¢), but not a node of (Y¢).
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FIGURE 4.20: (a) H (b) Result of intersection of erosion w.r.to node

ie.,

v e (X)ve (Y. (4.61)

Also
v (X0 g (V7). (4.62)

Eq(4.59) is implied by eq(4.61); eq(4.60) is implied by eq(4.62). Eq(4.58) is
implied by eq(4.59) - eq(4.62).

Example 4.18: In L.H.S of eq(4.58), (X N Y)* = {es}. Now
(X NY) = {eq,ese3,e4,e5). Now nodes in (X NY) not in any edge of
(X NY) =e"(X)Ne"(Ye) = {ni}. Let us take R.H.S of eq(4.58), £"(X*) is
the nodes in X but not in any edge of X¢ which is the set {ng, n10, N11, N12};
e"(Y*®) is the nodes in Y but not in any edge of Y¢ = {np};
(X)) Ne™(Y*) = {ng, n1o, M1, n12} N {ni2} = {n12}. The result is shown in Fig.
4.20(b).

Proposition 4.19: Let H;r be the parent IFHG. Let X and Y be the sub-IFHGs

and € be the erosion operator, then

(X UY)" = e5(X')" Ues(Y")", (4.63)



Text Summarization Using IFHG 90

Lo o
1 2

L=
“3 4
95 o

(a) (b)

FIGURE 4.21: (a) H (b) Result of union of complement of erosion w.r.to edge

where (X’ U Y’)" is an erosion w.r.to edge which retrieves edges which consists
of (X’UY")" only.

Here X’ and Y’ are defined as in eq(4.1).

Proof: In L.H.S of eq(4.63), e¢(X’' UY’)" = collection of all edges which consists
of nodes in (X" UY")" only. Let {n, na, ....... ,ni} be the nodes in (X' UY”). Let
{e1, eq,...,e;} be the hyperedges which consists of these nodes only. Therefore

these nodes are present either in €¢(X’)" or in e¢(Y")". i.e.,

(X UY)" C eS(X)" Ues(Y')" (4.64)

Now considering R.H.S of eq(4.63), °(X’)™ represents the collection of edges
which contains nodes in X’ only. Also €¢(Y’)™ represents the collection of edges
which contains the nodes in Y’ only. Let {ny,ns,....,n,} be the nodes in X" and
{e1,e2,.....;e,} be the edges in e°(X")". Let {ny41,npsa,.....,ng} be the nodes in
Y’ and {ep+1,€pi2,....,ex} be the edges in £°(Y’)". Now an edge e in

{e1, €9, ....,e,} can be present either in {e, e, ....,e,} orin {e,11,€pia, ..., €} L€,

e (XN"ue (Y Cef(X UY)™ (4.65)

Eq(4.63) is implied by eq(4.64) and eq(4.65).
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Example 4.19: Consider Table 4.2, Table 4.3 and Table 4.4. In L.H.S of
eq(4.63), (X' UY’)" = all nodes in (X' UY"). Now (X' UY’)" = all hyperedges
from H which consists of (X' U Y’)" only = {ej,eq,e3,e4,e5}. In R.H.S of
eq(4.63), we find °(X’)" as all edges in H which consists of nodes of X’ only,
which gives the set {ej, ea, e3,e4}. Now £(Y")" is all edges in H which consists of
nodes of Y’ only, which gives the set {ej, e, e3,¢€4,65}. Therefore
e (XN ues(Y')" = {e1, €2, €3, €4,e5}. The results are shown in Fig. 4.21(b).

Proposition 4.20: Let H;p be the parent IFHG. Let X and Y be the sub-IFHGs

and ¢ be the erosion operator, then
(X' NY' ) =e( X" nef (Y, (4.66)

where (X' NY’)™ is an erosion w.r.to edge which retrieves edges which consists
of (X' NY")" only.

Here X’ and Y are defined as in eq(4.1).

IfX'NY' = ¢, then e¢( X' NY" )" =e4(X)"Nne*(Y)" = ¢.

Proof: In L.H.S of eq(4.66) , (X' NY’)™ = collection of all edges which consists
of nodes in (X' NY’)" only. Let {ny,ng,....... , Ny} be the nodes in (X' NY’). Let
{e1, €9, ....,er} be the hyperedges which consists of these nodes only. Therefore

these nodes are present both in ¢*(X’)"” and in €°(Y”)". i.e.,

(X' NY)" Cef(X) nes (Y™ (4.67)

Now considering R.H.S of eq(4.66), £°(X’)" represents the collection of edges
which contains nodes in X’ only. Also £(Y’)"™ represents the collection of edges
which contains the nodes in Y’ only. Let {n,na,....,n,} be the nodes in X’ and
{e1,e€9,....,e,} be the edges in e*(X’)". Let {nyi1,npt2,.....,n} be the nodes in
Y’ and {epi1,€pta,....,ex} be the edges in e°(Y’')". Now an edge e in

{e1,ea,....,;er} can be present both in {ej, e, ....,e,} and in ey 1, €pia, ....., e e,

(XN Nes (Y Cef(X' nY")™. (4.68)
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(a) (b}

FIGURE 4.22: (a) H (b) Result of intersection of complement of erosion w.r.to
edge

Eq(4.66) is implied by eq(4.67) and eq(4.68).

Example 4.20: Consider Table 4.2, Table 4.3 and Table 4.4. In L.H.S of eq(4.66),
we get e4(X'NY")" = {ey, e, €3, €4} which are those edges from H, which consists
of nodes in (X' NY”) only. Consider R.H.S of eq(4.66), where £¢(X")" = {ey, eq,
es, eg}. e9(Y)" = {ey, e, €3, €4, e5}. Now e4(X')" Ne(Y)" = {ey, ey, €3, €4}.

The results are shown in Fig. 4.22(b).

Proposition 4.21: Let H;r be the parent IFHG. Let X and Y be the sub-IFHGs

and € be the erosion operator, then

e"(X'UY) =X ue™ (Y, (4.69)
where €”( X’ UY’)¢ is an erosion w.r.to node which retrieves nodes not present in
(X' UY")® and X', Y are defined as in eq(4.1).

Proof: Consider L.H.S of eq(4.69). Let v be an arbitrary node in ¢™(X" U Y")°.
Now v is not a node of (X' UY"). i.e.,

ve (X UY'e (4.70)

and
v (X' UY'). (4.71)
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Consider R.H.S of eq(4.69), where v is a node of €"(X")* Ue™(Y’)?. Then it is a
node of (X’)¢ or a node of (Y”)¢, but not a node of X¢ and also not a node of Y.

ie.,

v e (X' (4.72)
vé (X)°, (4.73)
ve (Y (4.74)
v (V) (4.75)

Eq(4.70) is implied by eq(4.72) and eq(4.74). Eq(4.71) is implied by eq(4.73) and
eq(4.75). Eq(4.69) is implied by eq(4.70) to eq(4.75).

Example 4.21: Consider Table 4.2, Table 4.3 and Table 4.4. Consider L.H.S of
eq(4.69). e"(X'UY’)¢ is the set of all nodes in X’ UY" which do not belong to
any edge in (X’ UY’)®. Here edges in (X' UY")® = {es}. Now nodes in X’ UY’
which do not belong to {eg} is the set {ni,nq,ng,ny4, ns,ng,n7,nip}t. Let us
consider R.H.S of eq(4.69), where "(X’)¢ is the set of all nodes which do not
belong to any of the edge in X'¢ which is the set {n1,na,n3,n4,n5,n6}. Also
£"(Y")¢ is the set of all nodes which do not belong to any of the edge in Y'¢,
which is the set {ni,ng, ns, ng, ns, ng, n7,n1p}. Now ™(X')¢ U e™(Y')¢ is the set

{n1, ne, ng, nyg, ns, ng, n7,n1o}. The result is shown in Fig. 4.23(b).

Proposition 4.22: Let H;r be the parent IFHG. Let X and Y be the sub-IFHGs
and € be the erosion operator, then

X' NY)E = (X)) N (Y, (4.76)

where €"(X’ NY')¢ is an erosion w.r.to node which retrieves nodes that are not
present in (X' NY").



Text Summarization Using IFHG 94

e o o
e o o
o o
e o o
(a) (b)

FIGURE 4.23: (a) H (b) Result of union of complement of erosion w.r.to node
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(a) (b)

FIGURE 4.24: (a) H (b) Result of intersection of complement of erosion w.r.to
node

Here X’ and Y are defined as per eq(4.1).

Also if X'NY’ = ¢, then e"(X' NY')e =e"(X')*Ne*(Y') = ¢.
Proof: Consider L.H.S of eq(4.76). Let v be an arbitrary node in ¢”(X’' NY")°.
Now v is not a node of (X’ NY"). i.e.,

ve (X' NY')E. (4.77)

implies

v (X'NY'). (4.78)
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Consider R.H.S of eq(4.76), where v is a node of €"(X")* Ne™(Y')?. Then it is a
node of (X’)¢ and a node of (Y”)¢, but not a node of X¢ and also not a node of

Ye. ie.,

ve (XN%ve (Y (4.79)

which implies
v (X)50¢ (V)" (4.80)

Eq(4.77) is implied by eq(4.79). Eq(4.78) is implied by eq(4.80).

Example 4.22: Consider Table 4.2, Table 4.3 and Table 4.4. Consider L.H.S of
eq(4.77). e"(X'NY")¢ is the set of all nodes in X’ NY”" which are not in any of
the edges in (X' NY")¢. Edges in (X' NY’)* = {es,es}. Now nodes which are

not in {es, eg} is the set {ny, ns, ng, n4, ns,ng}. Let us consider R.H.S of eq(4.77),

where ¢"(X’)® = nodes which are not in any of the edges of
X' = {n1,na,n3,n4,n5,n6}. Now £"(Y")® = Set of all nodes which are not in
Y'® which is the set {ni,ng,ns,ny, ns,ne, N7, nio}. Now we get

e"(Xene™(Y')e = {n1,na, n3,ng, ns, ne}. The result is shown in Fig. 4.24(b).

Proposition 4.23: Let H;p be the parent IFHG, X, X, ....., X,, be the sub-
IFHGs of H and ¢ be the erosion operator, then the following are true for the

union of subgraphs.

(X1 U Xguinn UX,)" =e%(X1)" Ue®(Xy)"...... Ue®(X,)", (4.81)
e"(X1U Xo...o. UX,)" =e"(X1)Ue"(Xy) ... Ue™(X,)", (4.82)
)= (X)) Ut (XY U (X))" (4.83)
and

e"(X]U XS UX,) =e"(X))ue™(X5)e.....ue™(X))", (4.84)

where X/ is defined as in eq(4.1).
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Proposition 4.24: Let H;p be the parent IFHG, X, X, ....., X, be the sub-
IFHGs of H;r and e be the erosion operator, then the following are true for the

intersection of subgraphs.

€e(X1 N X2 ....... N Xn)n = Ee(Xl)n N €€(X2)n ...... N €e<Xn)n’ (485)
En(Xl ﬂXg ....... an)e = En(Xl)e ﬂe"(Xg)e ...... ﬁe"(Xn)e, (486)
e(XTNXh...... nx,

and

e"( X1 N Xj....... NX,)=e"(X)Ne™(X5).....Ne"(X])°, (4.88)

where X7 N Xs....... NX, ¢ ¢, X]NXh...... N X/ ¢ ¢ and X! is defined as in
eq(4.1).

4.11 Partitioning of  intuitionistic fuzzy

hypergraph

The above erosion and dilation can be combined to perform partitioning of IFHG
in to disjoint sub-IFHGs. So let H be an IFHG. Then H can be partitioned in
to disjoint IFHGs X, Xo, .......... , Xy, where Xy N Xo Mo N X, = ¢. The
method is shown in algorithm 6. The algorithm accepts an IFHG H and creates
its disjoint partitions. Firstly create a sub-IFHG X;. Create X| as H — Xj.
From this X], we take a sub-IFHG Xj, such that, there are no common edges in
the intersection of §¢(X;)" and £°(X3)". Now X} is created as H — [X; U X3).
Now create X3 C X} such that there are no common edges in 0¢(X; U X3)" and
£¢(X3)™. This process is continued until no more partitions are possible from H.
The results of this partitioning algorithm for IFHG with 4 nodes per hyperedge are
shown in Table 4.5. Such a case can happen in a software firm, where 4 members
are allotted to each project. A project can be modeled as a hyperedge and team
members as nodes. A member may be working in several teams to have maximum
projects done with less resource persons. As seen in Table 4.5, in case: 1, only

up to disjoint partitions of size e = 2 are possible. In case: 2, a maximum of size
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Possible partitions of disjoint sub IFHGs with one edge

e

e

-
O

(c)

(1)

Parent IFHG : H

Possible partitions of disjoint sub IFHGs with two edges

(f)

(g)

FI1GURE 4.25: Case:1. Disjoint partitioning

e = 3 is possible. In case: 3, we can have two sub-IFHGs of size e= 4. In case:

4, sub-IFHGs of size e = 5 are possible. In case: 5, up to size e = 9 is possible.

Case: 1 is shown in Fig. 4.25. With respect to document IFHG, the partitions in

Fig. 4.25 shows disjoint technical documents without same authors. Disjoint two

document sets are also shown.

Algorithm 6: Intuitionistic fuzzy hypergraph partitioning

=t

10:

Input : Parent IFHG.

Output : Partitions.
H = Intuitionistic Fuzzy Hypergraph.

Create X; C H.

Create X] = H — Xj.
Create Xy C X such that §¢(X;)" Ne®(X3)" = ¢;where ¢ is the dilation
operator and ¢ is the erosion operator.
Create X}, = H — [X; U X5).

Create X3 C X/ such that §°(X; U Xy)" Ne®(X3)" = ¢

Create X, such that 6°(X; U Xs..... U X,,1)" Ne®(X,,)" = ¢.
Partitions = X, Xy,
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TABLE 4.5: Analysis of IFHG partitioning

Figure Details

1. No of nodes = 12
2. No of hyperedges = 6
3. No of disjoint partitions(size e=1) = 2

4. No of disjoint partitions(size e=2) = 2

5. No of disjoint partitions (size e=3) = nil

1. No of nodes = 16

2. No of hyperedges = 9
3. No of disjoint partitions (size e=1)= 4

4. No of disjoint partitions (size e=2)= 2

5. No of disjoint partitions(size e=3)= 2

6. No of disjoint partitions (size e=4)= nil

1. No of nodes = 20, No of hyperedges = 12
2. No of disjoint partitions (size e=1)= 4, (size e=2)= 3

3. No of disjoint partitions(size e=3)= 2, (size e=4)= 2

4. No of disjoint partitions (size e=5)= nil

1. No of nodes = 25, No of hyperedges = 16
2. No of disjoint partitions (size e=1)= 4, (size e=2)= 3

3. No of disjoint partitions(size e=3)= 2, (size e=4)= 2

4. No of disjoint partitions (size e=5)= 2, (size e=6)= nil

1. No of nodes = 30,No of hyperedges = 25

2. No of disjoint partitions (size e=1)= 9,(size e=2)=5
3. No of disjoint partitions(size e=3)= 4,(size e=4)= 4

4. No of disjoint partitions (size e=5)= 3,(size e=6)= 2

5. No of disjoint partitions (size e=7)= 2,(size e=8)= 2

6. No of disjoint partitions (size e=9)= 2,(size e=10)= nil
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TABLE 4.6: Applications of erosion of IFHG

Technical document processing using IFHG

Notation ‘ Operation ‘ Result

e"(X1)¢ | Erosion w.r.to nodes Retrieve all the high profile authors,
who are not part of low quality documents.

e¢(Xy)"™ | Erosion w.r.to hyperedges | Retrieval of
documents with only high profile authors.

e"(X7)¢ | Erosion w.r.to nodes Retrieve all authors in low quality documents,
who are not part of any high quality documents

e¢(X1{)™ | Erosion w.r.to hyperedge | Retrieve all low quality documents

4.12 Metric-induced morphological operators on

intuitionistic fuzzy hypergraphs
Preliminary Definitions

Let us define Hypp = [H", H¢], where H"™ is the set of nodes
{n1,na,n3, ny, ns, ng, n7, N, Ng, N1, N11, N12, N13, N14, N5, N1g p and He€ is the set of
hyperedges {e1, ea, €3, €4, €5, €6, €7, €3, €9} as given in Fig. 4.26. Here nodes with
low priority are having u, < 0.5, nodes of medium priority are having u, = 0.5
and nodes of high priority are with p, > 0.5. Let X;r be obtained by («, ) cut
on Hip/0b < a < 0.7;{f <1—a}n{B <0.3}. Let Yir be obtained by («, /)
cut on Hip/ao > 0.7;{f < 1 —a}n{f < 0.3}. Here a corresponds to
membership degree and S corresponds to non-membership degree. The details of
the IFHGs Hjp, X;r and Y;r are given in Table 4.7, Table 4.8, Table 4.9

respectively.

4.13 Adjunction of IFHG

The adjunctions that we are going to state here are already defined on

hypergraphs in [104][105]. We are extending these adjunctions to IFHG.

Proposition 4.25: Let H be an intuitionistic fuzzy hypergraph, let X, Y be the

sub-IFHGs, ¢ be the erosion operator and d be the dilation operator. We observe
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FIGURE 4.26: Intuitionistic fuzzy hypergraphs(a):H, (b): X, (c) :Y

TABLE 4.7: Details of hypergraph H;p

‘ Hyperedges | Nodes ‘ Edge priority ‘
el ny N9 ns Ny Low ‘
(0.3, 0.7) (0.5, 0.5) | (0.5,0.5) | (0.7, 0.3) | (0.3, 0.7)
€9 Ny Ny ns ny Low ‘
(0.3, 0.7) (0.5, 0.5) | (0.3,0.7) | (0.5, 0.5) | (0.5, 0.5)
es3 ns ng ny ns Medium ‘
(0.5, 0.5) (0.5, 0.5) | (0.5,0.5) | (0.5, 0.5) | (0.5, 0.5)
€4 ns Ny Ng N1o0 Low ‘
(0.3, 0.7) (0.7,0.3) | (0.3,0.7) | (0.6, 0.4) | (0.6, 0.4)
€5 Ty ny N1 ni Low ‘
(0.3, 0.7) (0.3,0.7) | (0.5,0.5) | (0.6, 0.4) | (0.5, 0.5)

6 ny ng n11 12 Medium ‘
(0.5, 0.5) (0.5, 0.5) | (0.5,0.5) | (0.5, 0.5) | (0.5, 0.5)
er Mo n10 n13 N14 High ‘
(0.6, 0.4) (0.6, 0.4) | (0.6,0.4) | (0.5, 0.5) | (0.5, 0.5)
es Nn10 n11 M14 nis High ‘
(0.7, 0.3) (0.6, 0.4) | (0.5,0.5) | (0.5, 0.5) | (0.7, 0.3)
€9 ni1 N2 Nis Nie Low ‘
(0.4, 0.6) (0.5, 0.5) | (0.5, 0.5) | (0.7, 0.3) | (0.4, 0.6)
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TABLE 4.8: Details of hypergraph Xrp

‘ Hyperedges | Nodes ‘ Edge priority ‘
€s n10 n11 nig N1s High ‘
(0.7, 0.3) (0.6, 0.4) | (0.5, 0.5) | (0.5,0.5) | (0.7, 0.3)

Hyperedges Nodes Node priority ‘
(0.7, 0.3)

TABLE 4.9: Details of hypergraph Y7p

‘ Hyperedges | Nodes ‘ Edge priority ‘
er Mo n10 n13 N4 High ‘
(0.6, 0.4) (0.6, 0.4) | (0.6, 0.4) | (0.5,0.5) | (0.5, 0.5)
€s n10 ni niy N5 High ‘
(0.7, 0.3) (0.6, 0.4) | (0.5, 0.5) | (0.5,0.5) | (0.7, 0.3)

Hyperedges Nodes Node priority ‘
(0.7, 0.3)

that (¢, ™) are adjunctions if
X¢ C S (Y™ (4.89)

and
MX)CYH X CY. (4.90)

Proof: Let us consider erosion operator €, let e be an edge in X°. i.e., e C X°.
We know that e¢(Y") = Y*° Since X C Y, we get e C X¢ C Y°. Therefore
X C e%(Y™). This edge is a priority edge in H. Now let us consider dilation
operator ¢". Let v be a node in §"(X€), i.e., v C X" Since X C Y, v C Y™
Therefore v C X™ C Y™ Therefore 6"(X¢) C Y™. This node v is definitely a
priority node of H.

Illustration: Let us check the results on IFHG by considering the H, X and Y
IFHGs. Here, In R.H.S of eq(4.89), £°(Y") means the set of edges in H, which
consists of nodes in Y only. i.e., 4(Y") = {e7,es}. This operation returns the
high priority edges in H. Now we know that X¢ as the hyperedges in X, i.e., X®
= {eg}. Therefore X¢ C ¢°(Y™). Now in L.H.S of eq(4.90), find 6"(X*) which is

the set of nodes in edges of X. i.e., 0"(X®) = {nio, 111, 714, n15}. This operation
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FIGURE 4.27: Results of adjunction(a):X¢, (b):e¢(Y™), (c) :6™(X°) (d) :Y"
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FIGURE 4.28: Complement results of adjunction(a):(5¢(X™))’, (b):®(X™)

returns priority nodes in H which are part of X. We get Y” as the nodes in Y.
i.e., YY" = {ng,ng,nm,nn,n13,n14,n15}. We find that 6n(Xe) C Y™ Therefore

(e%,6™) are adjunctions and the results are shown in Fig. 4.27.

Proposition 4.26: Let H be the intuitionistic fuzzy hypergraph, let X, Y be the
sub-IFHGs, ¢ be the erosion operator and § be the dilation operator. We observe

that, If (¢, ™) are adjunctions, then
(35(X™)) = e°(X™) (4.91)

and
(6™(X)) = e™(X°®). (4.92)
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Proof: Let e be an edge in (0¢(X™)) . i.e.,

e € (65(X™)), (4.93)

then
e¢ (X" )ed X, (4.94)
. ec X, (4.95)

Let us consider R.H.S of eq(4.91). Let e be an edge of °(X™). i.e., e € e°(X").
ie.,
¢ € X. (4.96)

Eq(4.91) is implied by eq(4.95) and eq(4.96). The edge e is a priority edge present
in X.

Consider L.H.S of eq(4.92). Let v be a node in (6"(X¢)) i.e., v € (6"(X¢)) i.e.,
v (6"(X)). So we can write v ¢ X¢ or

v e X° (4.97)

Now consider R.H.S of eq(4.92). Let v be a node of €"(X*¢); i.e., v € €"(X¢). We
get
v e X (4.98)

Eq(4.92) is implied by eq(4.97) and eq(4.98).

Ilustration: In L.H.S of eq(4.91), 6°(X™) is the set of edges in H, which consists
of any node X™. We know that X" = {n;, ny, ng, ns, ng, n7, ng, Ny, N2, 13, N1 -
Thus §¢(X™) = {ey, ea, €3, €4, €5, €6, €7, €9}. Therefore (6"(X™))" = {eg} = £¢(X").
Both these operations return priority edges in X and the same are shown in Fig.
4.28(a) and Fig. 4.28(b) respectively. Now consider L.H.S of eq(4.92), "(X¢)
which is the set of nodes in X¢'. i.e., X¢ = {e1, 5, 3, e4, €5, €6, €7, €9 }. Now §"(X¢)
is the set of nodes {ni,ns, ng,ny,ns, ng, N7, Ng, Ng, N1g, V11, N12, N13, N14, 15, 16 } -
Now (6"(X¢)) = ¢. We get ”(X¢) as the set of nodes in X which are not in X'
ie., e"(X°) = ¢.
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FIGURE 4.29: (a):0"(5(Y™)) (b): 6¢(e™(Y®)) (c):e(8"(Y)) (d):e"(8¢(Y™))

4.14 Materials and methods - construction of
various intuitionistic fuzzy hypergraph

filters

A filter is something which gives the same result if a function is repeatedly applied
to it. Consider a water/sand filter where the filtrate on repeated passage through
the same filter gives the same filtrate. Similarly in the case of an IFHG, a filter
applied on a sub-IFHG should produce the same set of edges and nodes even if it
is filtered many times. If § is the dilation operator and ¢ is the erosion operator,

v = 0 o€ is an opening filter and ¢ = £ 0§ is a closing filter.

e Half opening filter w.r.to nodes - 0"(c°(Y™"))

If H is the parent IFHG, Y is the sub-IFHG, ¢ is the dilation operator and
e is the erosion operator, then v;, = 0™(¢“(Y™)) is a half opening filter
with respect to the nodes in Y. Here £(Y™) is the set of edges in H which
consists of Y only. ie., e4(Y") = {er,es}. Now §"(e*(Y™)) is the set of
nodes within those edges. i.e., 6"(e°(Y™)) = {ng,nio, n11,N13, N14, N15}-
This will retrieve all nodes within all edges in Y. To this result if we apply
half opening again, it will retrieve the same set of nodes. Thus we can
prove that half opening 1/ = 0™(¢°(Y™)) is a filter. Here only a part of ¥

is retrieved as shown in Fig. 4.29(a).
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e Half opening filter w.r.to hyperedges - 6°(¢"(Y*))

If H is the parent IFHG, Y is the sub-IFHG, ¢ is the dilation operator and
¢ is the erosion operator, then 7/, = §°(e"(Y¢)) is a half opening filter
with respect to the hyperedges in Y. Here €"(Y¢) is the set of all nodes in
Y but not in Y. ie., e"(Y®) = {ni3,n14}. Now 6¢(c*(Y®)) is the set of all
hyperedges in H which consists of such nodes. i.e., 6°(g"(Y*¢)) = {e7, es}.
Here {e7,eg} is the filtrate obtained. If we repeatedly apply ¢ o € to this
filtrate, we get the same results. Thus this half opening is a filter as shown
in Fig. 4.29(b).

e Half closing filter w.r.to hyperedges - (6" (Y))

If H is the parent IFHG, Y is the sub-IFHG, ¢ is the dilation operator and
€ is the erosion operator, then ¢/, = ¢°(0"(Y®)) is a half closing filter with
respect to the hyperedges in Y. Here §"(Y®) is the set of nodes within the
hyperedges of Y. i.e., §"(Y¢) = {ng, n19, n11, n13, n14,n15}. Now (6™ (Y°))
is the set of all edges in H which consists of the above nodes only. i.e.,
e?(0"(Y*®)) = {er,es}. Here only a part of Y is retrieved as seen in Fig.
4.29(c).

e Half closing filter w.r.to nodes - "(5¢(Y™"))

If H is the parent IFHG, Y is the sub-IFHG, ¢ is the dilation operator and
€ is the erosion operator, then ¢/, = €"(6°(Y™")) is a half closing filter with
respect to the nodes in Y. Here 6°(Y") is the set of all edges in H which
has nodes in Y. ie., 6°(Y"™) = {ey,e4,e€5,66,67,68,€9}. Now £"(05(Y™)) is
the nodes not in (0°(Y™))". From the given example, (6¢(Y™)) = {eq, e3}.
Now 5”(56(Yn)) = {7”&1,713,719,7”&10,7111,7”612,7”&13,”14,7”615,”16}-

The result is shown in Fig. 4.29(d).

4.15 Metric induced opening and closing filters

We can consider 7, as a metric induced opening where A is a natural number which
shows the number of edges/nodes to be included in the retrieved sub-IFHG after

opening operation. i.e., vy = (4 o €),. Similarily ¢, is a metric induced closing,
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FIGURE 4.30: (a)-(f):Metric induced opening:yy = [0"(¢°(Y™))]x for various A

where A is the number of edges/nodes to be included in the result after closing.
Here A should be from 1 to number of elements in v. So let us see different flavours

of 95\ and ¢)\~

e Metric induced opening (7,) with respect to nodes

If H is a parent IFHG, Y is a sub-IFHG, ¢ is the dilation operator and ¢ is
the erosion operator, then v, = [0"(e°(Y™))], is a metric induced opening
with respect to the nodes where top A nodes with high membership degrees
are selected. Here not all nodes in Y are retrieved. Only top priority nodes
are retrieved. The results of this opening are shown in Fig. 4.30(a)-4.30(f).
Here A takes a maximum value of 6, since §"(e°(Y")) returns a maximum

of only 6 nodes with respect to IFHGs in Fig. 4.26.

e Metric induced opening(~,) with respect to hyperedges

If H is a parent [FHG, Y is a sub-IFHG, ¢ is the dilation operator and ¢ is

the erosion operator, then v, = [0(e"(Y®))]x is a metric induced opening
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FIGURE 4.31: (a)-(b):Opening: vy = [6¢(e™(Y°))]x 4.31(c)-(d):Closing: ¢y =
[0 (Y )]

with respect to the hyperedges where top A edges with high membership
degrees are selected. Here A takes a maximum value of 2, since 6°(¢™(Y¢))
returns only maximum of 2 edges with respect to IFHGs in Fig. 4.26. The
results of this opening are shown in Fig. 4.31(a) and Fig. 4.31(b) for

different values of \.

Metric induced closing(¢,) with respect to hyperedges

If H is a parent IFHG, Y is a sub-IFHG, 0 is the dilation operator and ¢ is
the erosion operator, then ¢, = [°(6"(Y°))]a is a metric induced closing
with respect to the hyperedges where top A edges with high membership
degrees are selected. Here A takes a maximum value of 2, since (6™ (Y°))
returns only 2 edges with respect to IFHGs in Fig. 4.26. The results of this
closing operation are shown in Fig. 4.31(c) and Fig. 4.31(d) for different

values of \.

Metric induced closing(¢,) with respect to nodes

If H is a parent IFHG, Y is a sub-IFHG, 0 is the dilation operator and ¢ is
the erosion operator, then ¢, = ["(6°(Y™))], is a metric induced closing
with respect to nodes where top A nodes from edges which contain Y and
which do not belong to the complement edges are selected. Here A takes a
maximum value of 10, since €"(60°(Y™)) returns a maximum of 10 nodes
with respect to IFHGs in Fig. 4.26. The results of this closing are shown in
Fig. 4.32(a) - 4.32(j) for various values of \.
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FIGURE 4.32: (a)-(j) : Metric induced closing ¢y = ["(°(Y™))]a

4.16 Alternate sequential filters

If H is a parent IFHG, Y is a sub-IFHG, ~, is an opening of the form (§o¢), and
¢y is a closing operator of the form (£ 06),, then (v, o ¢,) is also a filter. Now an
alternate sequential filter can be obtained as (7, 0 ¢y) o (75 0 ¢5). The operations
repeated n number of times will retrieve the same set of hyperedges/nodes for a

particular value of A\, but we can have different results by varying the value of \.

e Illustration: Consider H as a parent I[IFHG and Y as a sub-IFHG as
shown in Fig. 4.34(a) and 4.34(b) respectively. Let us apply
(72 © @x) © (7a © ¢n) on these IFHGs. In Fig. 4.34, those marked in black
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Algorithm : Metric induced alternate sequential filtering of IFHG

1: P = number of hypernodes

2: J = number of hyperedges; Read o
3: for each k =1to P do

4: Read pip, of all nodes
% Ynp = 1 - pin,
6: end for
7. for each m =1 to J do
8 for each 1 = 1 to number of elements in an edge do
0: if pn, > 0.5 then
10: Hem = Viin,
11: Yem = 1 — e,
12: else
13: Yern = VYn;
14: Pegm =1 —Ye,n
15: end if
16: end for
17: end for
18: Y = Read all edges with pe , > a and nodes with pn, > a
19: turn =1
20: do

21: Yy =e5(Y")
22: Y2 =46"(Y1)
23: if turn =1 then

24: A = number of elements in Y3
25: else

26: A=A-1

27: end if

28: 0y =Yo

29: Yy =£5(Y)

30: Yy =46"(Ya)

3: oy =Yy
32: Y=Y,

33 turn = turn + 1
34: while A >0

F1GURE 4.33: Algorithm for ASF
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represents the node numbers and those in red shows the edge numbers. Let
ox = [g™(6°(Y™))]a. Since the value of A is determined by the maximum
nodes retrieved by €™(0¢(Y™)), we get A = 18 in ¢,. We get 6°(Y") as the
set {ea, €3, €4, €6, €7, €3, €10, €11, €12} Now [e"(d¢(Y™))]x = ¢, which is the
set {7137”4,”5,”7;”8,”9,n12,n13,n14,7116,”17,n18,n21,n2277123,”25,”2677127}'
We know (7 0 ¢n) = [0"(°(pn))]r. We get €°(pn) = {es, eq,e7,e5}. Now
[67(%(Pa))]n = {ns, na, 15, ng, Ng, N2, N3, N1, N7, Nig, Mo, Nz, Nog }, Where
A is 13. Applying (7x o ¢5) to these nodes will again retrieve the same set
of nodes for the \,,,, value. Different results can be obtained for 1 <= A
<= Apaz for which algorithm is shown above. The results of this ASF for

Amaz Value is shown in Fig. 4.29.

4.17 Applications

Modeling systems with intuitionistic fuzzy hypergraphs finds application in the
field of Medical report processing, where a patient can be modeled as a hyperedge
and the symptoms can be modeled as nodes. When multiple patients are having
the same symptom, such a node forms part of multiple edges. In Fig. 4.36(a),
symptom 5 is present in all the three patients. An IFHG constructed in this way
can be subjected to many information retrieval operations. Membership and non
membership values can be assigned to different nodes/symptoms based on the
severity of the symptoms. Likewise membership and non-membership values can
be assigned to patients following the rules given in section 4.12. IFHG modeling
can be done in the area of social networking where a network group can be modeled
as a hyperedge and the members/nodes of the network group can be converted to
nodes. One member may be part of many network groups as shown in Fig. 4.36(b).
They can be assigned different membership values based on their life/character

background.

The systems modeled in this way can be subjected to various morphological
operations like dilation, erosion, adjunction, opening, closing and filtering. An
(e, B) cut can be applied on the Medical report IFHGs to find sub-IFHG X;. Let
us consider this sub-IFHG X as the set of all patients with severe diseases and
set of all severe symptoms. Let X, be the sub-IFHG of Fig. 4.36(b), which
consists of all blacklisted groups and low priority members. The operations

applied to this X; and X, are given in Table 4.10. All these operations can be
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Medical reports
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FIGURE 4.36: (a) : Medical report processing (b) : Social network analysis

further expanded to opening, closing, filtering etc. A detailed medical analysis of
patients in a particular area can be done with such systems which opens a wide

range of possibilities.

4.18 Data availablity, results and discussion

The filters mentioned in this work are tested on IFHGs consisting of maximum of
9,000 nodes. The method has shown 100% accurate results. The ASF algorithm
designed on IFHG has a complexity of O(n?), since we are searching through

the hyperedges and nodes within those hyperedges. The parameters a and [ are
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TABLE 4.10: Applications of IFHG

Medical report processing using IFHG
Notation ‘ Operation ‘ Result

(X)) Dilation w.r.to nodes This operation will retrieve

all the symptoms of patients

with severe diseases.

I (XT) Dilation w.r.to hyperedges | This retrieves all the patients

with atleast one symptom common

with severely diseased patients.

e"(XY¥) Erosion w.r.to nodes Retrieve

all the symptoms which are seen only

in severely diseased patients.

e°(X7) | Erosion w.r.to hyperedges | Retrieval of

all patients with severe diseases.
Social network analysis using IFHG

Notation ‘ Operation ‘ Result

0"(X$) | Dilation w.r.to nodes This operation will retrieve

all the members of black listed groups
3 (X3) Dilation w.r.to hyperedges | This retrieves all the groups

with atleast one criminal member
e"(X$) Erosion w.r.to nodes Retrieve

all the members which are seen only
in black listed groups.

e (XY) Erosion w.r.to hyperedges | Retrieval of

all groups which are blacklisted.

working as filter parameters, since a high value of these parameters results in
less amount of filterate and low value of these parameters result in large amount
of filterate. With respect to text processing application using medical reports,
patients with "minor”, "moderate”, "major” and ”extreme” medical conditions are
retrieved, when we vary the (o, 8) cut. The algorithm to find the optimal number

of nodes/hyperedges in ASF iterates till the following condition is satisfied:

[0 dal >, (4.99)

where 7, is an opening filter, ¢, is a closing filter, v, o ¢, is an ASF and |y, o ¢, |
is the cardinality of the filter. In eq(4.99), € is a positive number. The algorithm
converges when € — 0. Also the algorithm may exit without an output if no
sub-IFHG is obtained after («, 8) cut. i.e., in terms of medical report analysis we

can say that, if we have set («, 8) cut such as to retrieve patients with ”extreme”
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medical condition and if the area considered for analysis is not having such
patients, then the algorithm exits without generating an output. In such a case
we have to reduce the level of (o, 5) cut such as to retrieve all patients in that
area with "major” medical conditions. Likewise when we set the level of («a, 3)
cut such as to retrieve patients in the area with "minor” medical conditions and
get an empty sub-IFHG, this implies that, the area under consideration is the

one with ”good” medical conditions.

4.19 Conclusion

Here we have successfully defined the morphological operations like adjunction,
opening, closing, half opening, half closing and alternate sequential filter on
IFHG. The results have been substantiated with sample parent IFHG and
sub-IFHG. Such filter designs find applications in image processing, text
processing, computer networks etc. The (a, ) cut used to generate the
sub-hypergraphs can be varied with different values of («, ).  Different
sub-hypergraphs with varying («,) cut when applied with the above
morphological operators will produce results accordingly with various priority
ranges of hyperdges/nodes. One who is working with text/image processing and
network analysis can find numerous applications with these operations. A filter
designed on text results in text summary. Such applications are explained in

chapters 5, 6 and 7.



Chapter 5

Text IFHG and morphological

operators

In the previous chapter we have seen various morphological operations that are
applied on an IFHG. Aim of this chapter is to model text as an IFHG and apply
various morphological operations like dilation and erosion on it. The results are

verified with the help of a sample text.

5.1 Modeling text using IFHG

Let [ Hir, (tn, Yn), (fe,Ye), H™, H¢ | be an intuitionistic fuzzy hypergraph with
membership degree yu,, and non-membership degree 7, defined on the set of nodes
H™;, membership degree p. and non-membership degree 7. defined on a set of
hyperedges H® of Hyr. While using the concept of hypergraphs in document
modeling, the sentences in the document forms the hyperedges H¢ and the words
in the document forms the nodes H". The same method can be used in the case
of an IFHG where it includes membership and non-membership degrees for nodes
and hyperedges. The membership value u,, of a node H™ is the term priority p,, of
a word. i.e., the membership value of a word depends on the priority of the word.
The words which are having less priority will have a high non-membership value,
so also the node H™ which represents that word will have a less membership value
14, and high non-membership value ~,. The words which are having high priority
will have a high membership value, so also the nodes H"™ which represent those

words will have a high membership value p,, and less non-membership value 7.

115
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TABLE 5.1: Priority set - words in various domains with high membership
values
] Domain ‘ Sports ‘ Domain ‘ Health ‘
’ words ‘ Membership ‘ words ‘ Membership ‘
board 0.6 disease/illness | 0.8
indian 0.6 problem 0.7
failure 0.8 severe 0.7
success 0.8 result 0.7
score 0.7 medicine 0.6
team 0.7 medical 0.6
amount 0.6 medicine 0.8
player 0.6 treatment 0.7
cricket 0.7 harmful 0.7
football 0.8 reason 0.8
Reception 0.8 severe 0.7
’ Domain ‘ Travel ‘ Domain ‘ Politics ‘
] words ‘ Membership ‘ words ‘ Membership ‘
bus 0.8 failure 0.8
metro 0.8 success 0.8
distance 0.7 election 0.7
kilometer 0.7 chief minister | 0.7
hotel 0.6 minister 0.7
road 0.6 prime minister | 0.8
rail 0.6 panchayat 0.6
plane/flight | 0.6 municipality 0.6
train 0.8 corporation 0.6
history 0.7 result 0.7
nature 0.8 state/country | 0.7

The membership and non-membership values of the words are assigned according
to Table 5.1, Table 5.2 and Table 5.3 respectively. All other words in the document
other than those given in Table 5.1, Table 5.2 and Table 5.3 will have pu,, = 0.5

and v, = 0.5. Those words are medium words whose presence won’t affect the

result of morphological operations which are defined on sub-IFHG X;r of H;p.
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TABLE 5.2: Priority set - words with high membership values

] Domain ‘ Automobile ‘ Domain ‘ Gadgets ‘

] words ‘ Membership ‘ words ‘ Membership ‘

new 0.8 model 0.8
engine 0.8 price 0.8
company | 0.8 market | 0.7
market 0.7 memory | 0.7
speed 0.7 speed 0.7
metro 0.6 storage | 0.7

5.2 Assigning membership and non-membership

degrees

The membership degree p(n;) of some node H™ is the sum of normalized term
frequency and membership value(given in Table 5.1 and Table 5.2) of the word.
For such words, non-membership degree is <= 1 — u(n;). The non-membership
degree v(n;) of some of the node H™ is the sum of normalized term frequency
and non-membership value of the node(given in Table 5.3). Here the normalized
term frequency is the count of the word in the document / number of words in
the document. For such words, the membership degree is <= 1 — 7y(n;). The

membership degree of a hyperedge can be written as

ple;) = Vi i{pu(ni)/n; € ejNn; € P} (5.1)

As per Eq 5.1, The membership degree fi(e;) of the hyperedge H° is the supremum
of the membership degrees of all the nodes H" in it, provided all H" in it belong
to the priority set P;. The non-membership degree y(e;) of such a hyperedge H®
is <=1 — p(e;). The non-membership degree v(e;) of a hyperedge H® can be

written as

v(e;) = Vi i {{v(n:)/ni € e;} N {3ni/n; € nP;}}. (5.2)

It is the supremum of the non-membership degrees of all the nodes H™ in it,
provided at least one H" belongs to the non-priority set nP;. The membership
degree of such edges will be <=1 — v(e;). Let us illustrate this IFHG modeling

with a small sample text. The text under consideration as in Fig. 5.1 is a
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TABLE 5.3: Non priority set-words with high non-membership values

Domain Sports Domain Health
Words Non-membership | Words Non-membership

medicine | 0.8 surgery 0.8
drugs 0.8 delivery 0.7
police 0.7 cancer 0.7
custody 0.7 death 0.7
arrest 0.7 failure 0.7
Domain | Travel Domain Politics
Words Non-membership | Words Non-membership
disaster 0.8 strike 0.8
accident | 0.8 police 0.7
death 0.8 expel 0.7
deep 0.7 arrest 0.7
expensive | 0.6 court 0.7
luxurious | 0.6 strike 0.8
expense 0.6 harthal 0.8
Domain | Automobile Domain | Gadgets

Words Non-Membership | Words Non-Membership

bike 0.6 expensive | 0.8
lorry 0.7 expense 0.8
bus 0.7 old 0.8
minibus 0.7 tablet 0.7
railer 0.8 ipod 0.7
expensive | 0.8 earphone | 0.7
luxurious | 0.8 outdated | 0.8
old 0.8 cheap 0.8

preprocessed one from which the stop words are removed and which is subjected

to lemmatization.

This sample text consists of seven sentences. The membership and the
non-membership values of these words are calculated from Table 5.1, Table 5.2
and Table 5.3. This membership/non-membership value along with the
normalized term frequency give the membership and non-membership degree.
For all words other than those in the above tables, the membership and
non-membership values are 0.5. Here we consider that the sum of the
membership degree and non-membership degree of the node (word) is less than
or equal to 1. ie., u(n;) +v(n;) <=1 [95]. So also the sum of the membership

degree and non-membership degree of the hyperedge (sentence) is <= 1; i.e.,
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"He s an Indian cricket board player. The board has seen his arrest for using
drugs. Still the success was with Indian team. The team scored an amount of
20,00,000. The cricket player was arrested on 25/10/17. Police has stopped the
reception. Well, the next match is in the city...... 7

e indian — ny, cricket — no, board — ny, player — ng.
e board — ny, drugs — nq, arrest — nys.

e indian — nq, team — ng, success — ny.

e team — ng, score — ns, amount — ny.

e cricket — no, player — ng, arrest — nys.

e receipt — nqg, police — nqs, stop — ni7 -

e next — nig, match — nqg, city — nog .

FIGURE 5.1: The sample text to be modeled as intuitionistic fuzzy hypergraph.

w(e) +v(e;) <=1195]. The IFHG for the above sample text can be drawn as in
Fig. 5.2.

In Fig. 5.2, we can see sentences modeled as hyperedges and words modeled as
nodes. Nodes are having both membership degree p(e;) and non-membership
degree 7y(e;). The hyperedges are also having both membership degree p(e;) and
non-membership degree y(e;). Since there are seven sentences in the sample text
in Fig. 5.1, there are seven hyperedges in Fig. 5.2. The hyperedge having the
nodes ny, ng, ng and ng is an edge with only priority words so that it is having
good membership degree. Due to the presence of nodes nqy; and n;5 which are
having high non-membership degrees, the corresponding hyperedge is having less
membership degree and high non-membership degree; I.e., the presence of a
single word with high non-membership degree ~(e;) influences the

non-membership degree of the hyperedge.

5.3 (a,f) cut on text IFHG

Here X;r C H;fp, such that X;r consists of nodes with membership degree > 0.5.
The hyperedges in X;r has at least one node with membership degree > 0.5
and it should not contain any node with non-membership degree > 0.5. i.e., the

membership degree can be greater than 0.5, but the non-membership degree should
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FI1GURE 5.2: Text modeled as hypergraph

be less than 0.5. Now X;r is a collection of priority sentences and priority words

as given in Fig. 5.3.

Now let us apply morphological operations [102], [104], [105] on this X;p. Let X"
be the node set in X;r and X€ be the edge set in X;p.

5.4 Morphological operators on text IFHG

e Dilation with respect to nodes-6"(X¢)

This morphological operation is defined as

0"(X®) ={n;/n; € X°}. (5.3)
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FIGURE 5.4: Hypergraph obtained after dilation on X;p

Take all edges in X;p. This will result in X*¢. Take all nodes X" in X°¢. Here
we are selecting all hyperedges from Hjpr, which have at least one node with
membership degree > 0.5 and which does not contain any node with non-
membership degree > 0.5. Once we select such edges, we select the nodes
in it with membership degree > 0.5. This will ultimately give 6"(X¢). This
retrieves a collection of priority words within priority sentences as shown in

Fig. 5.4.
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FIGURE 5.5: Dilation w.r.to hyperedge

e Dilation with respect to hyperedge- 6¢(X™)

This dilation can be written as
(X" ={e;/e; € H N {In; € ¢;/n; € X"}}. (5.4)

Take all nodes X”. Find from H;p all the hyperedges which include X™. Here
we select from X all nodes with membership degree > 0.5. Find from H;p
all hyperedges which contain those nodes. This will give all hyperedges which
contain at least one node with membership degree > 0.5. These hyperedges
may or may not contain nodes with non-membership degree > 0.5. This
dilation selects all texts which has at least one priority word as shown in
Fig. 5.5.
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e Node dilation- §(X,,)

This dilation can be written as
0(X,) ={ei/e; € H N {3In; € e;/e; € X°}}. (5.5)

Take all hyperedges X¢. Take all nodes in X€. Find all the hyperedges with
respect to Hyp which contain these nodes. This dilation gives all sentences

in H;p which overlap with the priority sentences. This is shown in Fig. 5.6.

e Dilation-A(X*)

This dilation can be written as
A(Xe) = {ei/ei € H°N {Elnl/nl € {Xe N He}}} (56)

Find all hyperedges X¢. Find all nodes in X¢. Let it be X*!. Find all
hyperedges H¢ and the nodes in it. Let it be H™. For all X™ N H™ £ (),
find the hyperedges from H;r. This will retrieve all sentences which has at
least one priority word in priority sentences of X;r. The same is

represented in Fig. 5.7.
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e Erosion w.r.to hyperedge-c¢(X")

So far we have seen dilation operations of X;r. Now let us see how different
types of erosion can be defined on X;p. The erosion €¢(X™) can be defined

as

€€(Xn) = {67;/61‘ e H°N {V’I’LZ/{TLZ ce Nn; € Xn}}} (57)

Take all nodes X™ in X;p. Take all hyperedges in H;r which consists of
these nodes only. This erosion as seen in Fig. 5.8 strictly retrieves priority

sentences.

e Erosion w.r.to node- "(X°)

The erosion €"(X*¢) can be written as

e"(X%) = {ni/{ns ¢ {X°NX“}/X" = Hip — X}}}. (5:8)

Take all hyperedges X¢. Take its complement edges X¢ in H;p. Take all
nodes X" which are not in X¢N X¢. This will retrieve all priority sentences
which do not overlap with any non priority sentences. Now take the priority

words in it as shown in Fig. 5.9.
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e Hyperedge erosion-¢(X°¢)
The erosion £(X¢) is defined as

€(Xe):{€i/6i GHeﬂ{nz‘ Geiﬂni€€”(Xe)}} (59)

Take all nodes in €"(X*¢). Take all edges from X which fully contains these
nodes. This will retrieve all priority sentences which do not overlap with the

non-priority sentences. This is illustrated in Fig. 5.10.
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e Dilation-[d, A|(X;r)

This dilation can be written as

[0, A}(X1r) = {(ei,ni) [{e: € {A(X) N6(X")} N {ns € e & {A(X) N O°(X")}}}
(5.10)

As seen in Fig. 5.11, this is obtained by joining A(X€) and 0°(X™). Take all
edges which are common in §¢(X") and A(X®). Include all such hyperedges
and its nodes as output. For other edges in 6¢(X"), include only nodes in
it. This will retrieve all sentences which overlaps with the priority sentences
and the words in it. It also retrieves all words in sentences which have both

priority and non-priority words and which do not overlap with others.
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5.5 Conclusion

This chapter has successfully modeled text using an IFHG, by converting sentences
as hyperedges and words as nodes. Membership and non-membership values are
assigned for words, from which those of hyperdges are also calculated. It has also
shown the results of various dilations and erosions on text IFHG. Next chapter

shows how morphological filter operation is done on a text IFHG.



Chapter 6

Design of summary filter using
IFHG

6.1 Implementation

The implementation of the summarization as shown in Fig. 6.1 and algorithm
7, is done with the help of a filter system developed in python for input English
news taken from online news sites. The English news related to various topics
are being subjected to stop word removal and stemming. The preprocessed text
is then represented as a weighted hypergraph [107]. The weighted hypergraph
is subjected to spectral partitioning. Spectral partitions lead to text clusters.
The summary filter is then applied to each cluster formed. The sentences which
do not fall under any of the clusters are treated as outliers and are removed. A
Malayalam summarization system is also developed using the same method, where

a Malayalam lemmatizer [106] is used to stem the words.

6.1.1 Filter design

Filter is an operator which is idempotent and increasing defined on domain D. Let
X1r be the sub-hypergraph defined in section 5.3; then if f(f(Xr)) = f(X1r),
then f is idempotent. If X and Y are sub-hypergraphs then if f(X) C f(Y), then
f is increasing. F is a filter if both of these are satisfied. Let ¢ be the erosion

operator and 0 be the dilation operator. Then let £ o § be an operator and if

128
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£0d(e00(X)) =c0d(X) then €04 is a filter. That is, here filter consists of a
erosion which is composed of dilation or we can say that we have dilation followed
by erosion. Such a filter can be used for text summarization. Text summarization
basically can be considered as a filter which removes all unwanted sentences from
a text. We can also call summarization as a filter operator which selects only the

needed sentences from the given text.

6.1.2 Summary filter

Text summarization can be done with the help of this filter operator which is
applied to the IFHG created from the text under consideration. This filter is
designed as a combination of two morphological operators namely dilation and
erosion. Here dilation is designed as a conditional one and erosion is designed as
the one which performs complement operation. For implementing this
conditional dilation, let us assume that our text consists of certain star words,
whose occurrence in sentences are valid even if they co-occur with non priority
words. So for this summary filter, let us assume that our text consists of words

which are of high priority, words which are of low priority, words with neutral
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FIGURE 6.2: Modified intuitionistic fuzzy hypergraph Hp

priority, and star words. Let us redefine the intuitionistic fuzzy hypergraph as
[Hir, (fn, Yo )y (fes Ye), H™, H*, H¢, H*¢], where H*" is the star node and H*¢
is the edge which has the star node H*". These star words are domain
independent. Some of the star words are given in Table 6.1. Sentences which
contain star words are definitely included in the summary text. To illustrate
this, let us add one more sentence to our sample text as the following:

” The arrest of the famous player ..... 7,

Now this will result in new hyperedge with the following nodes. famous- ng;

player- ng arrest-nqs.

The modified intuitionistic fuzzy hypergraph after the addition of the above
sentence is given in Fig. 6.2. The sub-hypergraph X;r is also getting modified
since it will have the star nodes also in it. The modified X;r can be shown as in
Fig. 6.3.
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TABLE 6.1: Star words irrespective of the domain of the text

] Words ‘ Membership ‘ Words ‘ Membership ‘
famous 0.9 excel 0.9
fame 0.9 excellent 0.9
well known | 0.9 attract 0.9
famed 0.9 attractive 0.9
popular 0.9 pleasing 0.9
important | 0.9 pretty 0.9
prominent | 0.9 alluring 0.9
main 0.9 good 0.9
chief 0.9 handsome 0.9
major 0.9 significant 0.9
key 0.9 powerful 0.9
foremost 0.9 urgent 0.9
supreme 0.9 influential 0.9
overriding | 0.9 momentous 0.9
essential 0.9 indispensable | 0.9
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6.1.3 Conditional dilation for summary filter - §(X;r)

This conditional dilation is applied such that while dilating the sub-IFHG X;r we
consider the condition specified by ¢, where c is designed such that it selects all

hyperedges in H which consists of star nodes given in Table 6.1.
5C(X[F) = {ei/ei < H*e}. (61)

- This conditional dilation will retrieve all edges from the intuitionistic fuzzy
hypergraph, such that it consists of all edges H*¢, which consists of star nodes
H*™ as given in Fig. 6.4. Even though the non membership degree of the edge
H*® is 0.7, it is retrieved in the dilation operation which is applied, since it

contains the star node H*".

6.1.4 Erosion for summary filter - ¢(H*, X°)

This erosion will retrieve all edges ¢’ from H;pr which are not in H*¢. Also take
all edges €’ from H;p which are not in X¢. The intersection of the two will result
in the retrieval of non priority edges. Now the complement of this will yield the
priority edges from the hypergraph H;r. This erosion will eliminate all duplicate
edges from H*® and X° and retrieve us the most important sentences which itself

is the required feature of a summary. This erosion can be written as

e(H*,X¢) = {e;/e; € [Hip — [H* N X]]}, (6.2)
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where H*¢ is the complement of H*¢ and X¢ is the complement of X¢. The
intuitionistic fuzzy sub-hypergraph retrieved after filter can be shown as in the
Fig. 6.5.

Algorithm 7: Summarization of text

collect news related to various topics from online sites;

preprocess the sentences by subjecting to stop word removal and stemming;

create weighted hypergraph H,,, of the text 7;

cluster the text 7 using spectral partitioning of hypergraph H,,,;

for each cluster C; do

assign p(n;) and y(n,) for all words Cj;

assign pu(e;) and y(e;) for all sentences in Cj;

create intuitionistic fuzzy hypergraph H;p with nodes H™ having (p(n;),
v(n;)) and hyperedges H® having (u(e;), v(e;));

create subgraph X;p of H;r with hyperedges X¢ having p(e;) > 0.5 and
nodes X™ having p(n;) > 0.5 ;

apply conditional dilation H*¢ = §°(X;r) ;

apply erosion e(H*¢, X¢) to form the summary;

end

6.2 Advantages over existing systems

The summarization system which is designed here as a filter applied on IFHG has

many advantages over existing summarization methods developed so far. They
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can be listed as follows:

e Variety of summary filters
As we all know, a filter is basically a composition of dilation and erosion
or erosion and dilation. The proposed new method helps in the creation of
series of different types of filters by combining the morphological operators
like dilation and erosion discussed in section 5.4. Using these different types
of filters, different types of summaries can be generated. Some of the filter

designs other than the one discussed in section 6.1 are shown below.

— Filter 1 - §("(X°))

This filter is a composition of erosion €”(X*¢) and dilation §. The erosion
will retrieve all nodes in X¢ N X¢. Now the dilation operation will
retrieve all hyperedges H¢ which contains the nodes retrieved by the
erosion operator. This summary filter will retrieve all sentences from the
text with at least one priority word. But this summary will consider star
words only if they are part of priority edges in X. Well, this summary
is not that short.

— Filter 2 - £(6"(X®)) This is a composition of dilation §™(X¢) and
erosion €. The dilation operator retrieves the collection of priority
nodes within priority edges. The erosion operator will retrieve all
hyperedges H® in H which consists of only the nodes returned by the
dilation operator. This summary retrieves only pure priority sentences

that has no non-priority words in it. This is a very short summary.

— Filter 3 - £(6°(X™)) This is a composition of dilation §¢(X™) and
erosion €. The dilation defined by §°(X"™) takes all nodes in X and
retrieves all edges from H which consists of these nodes. The erosion
will take the double complement of 6¢(X™). This is also a very short
summary. More number of filters can be designed by combining the
morphological operators defined in chapter 5, resulting in the generation

of different types of summaries.

e Customized summary The summary generated by the filter is a
customized one as it requires the priority of the user to be submitted before
the summary being generated. Thus the summary generated is not a blind
one as it takes in to consideration the preferences of the reader. The reader

can give as input the priority and non-priority words and the summary will
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be generated accordingly. So the summary report will definitely be a one

which satisfies the reader.

6.3 Result analysis

The system is tested on google cloud platform with 8 cores, 30 GB memory. A
comparison of the proposed system with the existing online text summary systems
like toolsdnoobs, summarization.net, splitbrain.org/services is done for various
data set. The data set consists of English news taken from online news sites. The
news belongs to various domains like travel, politics, health, sports, gadgets etc.
The same is uploaded in Mendeley repository. First of all, the news is subjected to
clustering and then to summary generation using IFHG method. The summaries
generated by each of the above system is compared with human summaries created.
About 50 human summarizers are asked to create summaries for each of the data
set. The maximum repeating sentences among all the 50 summaries are output to
create the final human summary with which the existing systems and the IFHG
method are compared. The Rouge-L, Rouge-2 and Rouge-1 scores are calculated
and summarized in Table 6.2, Table 6.3 and Table 6.4. In the following tables "P’
stands for the Precision, 'R’ stands for recall and 'F’ stands for F-measure. The
proposed work has shown an average precision of 0.88 , average recall of 0.84 and
average F-measure of 0.86. The similarity of the output of the proposed system
and the three online systems are compared with the human summaries as shown
in Fig. 6.6. For all the data sets, the proposed system generated summaries
having more than 90% similarity with human summaries. The method has a time

complexity of O(n?).

6.4 Conclusion

The system developed here has successfully modeled text using IFHG, where
words become nodes and sentences become hyperedges.  Membership and
non-membership degrees are assigned for nodes. Based on that, membership
degrees and non-membership degrees of hyperedges are calculated. Various
morphological operations are defined and applied on IFHG. Summary of the text
is created by applying a filter operator on IFHG. The system has given a better
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TABLE 6.2: Rouge-L score

Data set IFHG Tools4noobs
size (words) | P R F p R F
600 0.89 | 0.88 | 0.88 0.46 | 0.39 | 0.42
1071 0.81]0.78 | 0.79 0.33 | 0.23 | 0.25
2774 0.95 1 0.95 | 0.95 0.25]0.23 | 0.24
5044 0.67 | 0.69 | 0.68 0.19 | 0.16 | 0.17
6436 0.97 1 0.72 | 0.79 0.39 | 0.19 | 0.21

Data set Summarization.net Splitbrain.org
size(words) | P R F p R F
600 0.27 1 0.31 | 0.29 0.49 | 0.51 | 0.50
1071 0.17 1 0.22 | 0.19 0.21 ] 0.26 | 0.23
2774 0.22 1 0.35 | 0.24 0.36 | 0.48 | 0.39
5044 0.33 ] 0.27 | 0.29 0.19 ] 0.19 | 0.19
6436 0.29 | 0.27 | 0.28 0.29 | 0.32 | 0.31

TABLE 6.3: Rouge-2 score

Data set IFHG Tools4noobs
size(words) | P R F p R F
600 0.87 | 0.88 | 0.88 0.51 | 0.45 | 0.48
1071 0.79 1 0.76 | 0.77 | 0.41 | 0.29 | 0.34
2774 0.97 1 0.97 | 0.97 | 0.60 | 0.55 | 0.58
5044 0.71 1 0.72 ] 0.72 0.23 | 0.19 | 0.21
6436 0.95 | 0.69 | 0.79 0.31 | 0.17 | 0.23

Data set | Summarization.net | Splitbrain.org
size(words) | P R F p R F
600 0.31 | 0.36 | 0.33 0.51 | 0.56 | 0.53
1071 0.07 | 0.09 | 0.08 0.17 | 0.20 | 0.18
2774 0.39 | 0.60 | 0.47 | 0.46 | 0.62 | 0.53
5044 0.46 | 0.41 | 0.43 0.20 | 0.21 | 0.21
6436 0.28 | 0.29 | 0.29 0.24 | 0.27 | 0.25

performance when compared to other existing systems. The summary filter has
shown more similarity with human summaries generated. The system combines
multiple text and treat it as a single one. The system can also be extended with
multiple documents, where important words can be modeled as nodes and
documents as hyperedges. In our system, there is only a single sub-hypergraph
with which morphological operations are defined. Other enhancements like
creating more than one sub-hypergraph and morphological operations with
intersection/union of those are also possible. These are explained in the next

chapter.
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TABLE 6.4: Rouge-1 score
Data set IFHG Tools4noobs
size(words) | P R F p R F
600 0.88 1 0.92 | 0.91 0.58 | 0.55 | 0.57
1071 0.8110.79 | 0.79 0.49 | 0.37 | 0.42
2774 0.97 | 0.97 | 0.97 0.69 | 0.66 | 0.67
5044 0.79 |1 0.78 | 0.78 0.37 |1 0.34 | 0.36
6436 0.97 |1 0.74 | 0.84 0.49 | 0.34 | 0.39
Data set | Summarization.net | Splitbrain.org
size(words) | P R F p R F
600 0.40 | 0.46 | 0.43 0.55 | 0.65 | 0.59
1071 0.19 | 0.25 | 0.22 0.29 | 0.35 | 0.32
2774 0.52 | 0.69 | 0.59 0.54 | 0.73 | 0.61
5044 0.55 0.5 |0.52 0.34 | 0.38 | 0.36
6436 0.42 | 0.48 | 0.45 0.40 | 0.49 | 0.44
= 0.6 - m[FHG
B m Toolzdnoobs
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FIGURE 6.6: Similarity with human summary



Chapter 7

Filtering of IFHG and

multi-document summarization

A morphological filter [108] is nothing but an opening filter v which is obtained
as 0 o e or a closing filter ¢ which is obtained as € 0 9.
An opening filter can again be classified as the following:
e Opening filter w.r.to nodes 6" (£°(Y™)) for which the filtrate are nodes.
e Opening filter w.r.to hyperedges 0°(c"(Y¢)) for which the filtrate are
hyperedges.

A closing filter can be classified as the following:

e Closing filter w.r.to nodes " (5¢(Y™")) for which the results are nodes.

e Closing filter w.r.to hyperedges e°(6"(Y°)) for which the results are
hyperedges.

Now let us apply algebraic operations like union, intersection and complement

operations on these filters.

138
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7.1 Algebra of filter

Let us define Hyp = [H™, HE, [in, lte, Yn,Ve|, Where H™ are the hypernodes
[nlan27n3;n4;77/5777'67”77n87n97n107n117n127n137n14777/157”167”177n18>n197n207n217
Mg, No3, Nog, Nas] and HE = [ey, es, €3, €4, €5, €6, €7, €3, €9, €10, €11, €12] as given in
Fig. 7.1. Some nodes are of low priority (i, < 0.5), some nodes are of medium
priority (u, = 0.5) and few others are of high priority (u, > 0.5). Let X;r be
obtained by («, 8) cut on H;r/0.5 < a < 0.7;5 < 1 — . Let Y;r be obtained by
(v, B) cut on Hrp/ao > 0.7; 8 < 1 — a. Here a corresponds to membership degree
and [ corresponds to non-membership degree. The details of the hypergraphs
H;p, X;r and Y;p are given in Fig. 7.1. Having given IFHGs H, X and Y, let us
define ¢"(Y¢) as the set of all nodes within the hyperedges in Y. Now 6¢(Y™") is
the set of hyperedges in H which consists of nodes in Y. Let us define erosion
with the help of the operator e. Now £°(Y™) is the set of all hyperedges in H
which consists of nodes of Y only. Similarly *(Y¢) is the set of all nodes in Y
but not in Y¢. Now let us apply algebraic operations like union, intersection and
complement on these filters.

Proposition A: Let H be a parent IFHG, X and Y be sub-IFHGs, ¢ be the

dilation operator and ¢ be the erosion operator, then
F(EM(XUY) = 0°(e™(X%)) U (e™(Y)), (7.1)
where 0¢(e"(X U Y)¢ is an opening filter w.r.to hyperedges
Proof: Consider L.H.S of eq(7.1). Let v be an arbitrary node in e"(X UY)°. i.e.,
ve (XUY)ve (XUY)© (7.2)
Let e be the edge which contains this v. i.e.,
e CoEe"(XUY)©“ (7.3)

Since v € (X UY)¢, this e may be present either in X or in Y. Consider R.H.S of
eq(7.1). Let v be a node in "(X°); i.e.,

v X ve X (7.4)
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Ficure 7.1: (a) H, (b) X, (¢) Y
Now 6¢(e"(X€)) = {e1, €a..., ¢, } which contain v. Let u be a node in e™(Y). i.e.,
u¢ Y ueye (7.5)

Now 6¢(™(Y)¢) = {ept1,....ex}: let e be an arbitrary edge in {ej, es..., e, }. This
e can be either a member of 0¢("(X)¢) or §¢(¢™(Y)®). i.e.,

e Coe™( X)) Ud(e™(Y)). (7.6)
Hence Eq(7.1) is implied by eq(7.3) and eq(7.6).

Example 7.1 Consider the IFHGs given in Fig. 7.1. Let us find the R.H.S of
eq(7.1), where we get &"(X¢) = {nsi,nss, N3} Thus we get
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(€™ X)) = {es,e10,€11}- Again in R.H.S of eq(7.1) we can find
e"(Y®) = {ns2, nss,n3r}. Thus we get 0°(e"(Y°)) as the set {er,e11,e12}. Now
0°¢ En(x)e) U 6e(€n(ye)> = {6676776107611,612}. The L.H.S of eq(?l),

(
d(e™(X UY)®) gives the set {eg, er, €10, €11, €12}

Proposition B: Let H be a parent IFHG, X and Y be sub-IFHGs, ¢ be the

dilation operator and € be the erosion operator, then

FEMX NY)Y) =6°(e™(X9)) N (e™(Y)), (7.7)
where §¢(¢™(X NY)¢) is an opening filter w.r.to hyperedges
Proof: Consider L.H.S of eq(7.7). Let v be an arbitrary node in e"(X NY)*. i.e.,

e(XNY)%vé (XNY). (7.8)
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Let e be the edge which contains this v. Now we can say that
e CoE"(XNY)). (7.9)

Consider the R.H.S of eq(7.7). Let 6°(e"(X¢)) = {e1,...,ep}. Let 0°(e™(Y*)) =
{ep+1, ..., e }. There will be an edge e in {ey, es, ..., 4} which will be a member of
both 6¢(¢"(X€)) and 0°(e™(Y°)). i.e.,

e Coe™(X°)) Noc(e™(Y)). (7.10)
Eq(7.7) is implied by eq(7.9) and eq(7.10).

Example 7.2 Consider the IFHGs in Fig. 7.1. Let us find the R.H.S of eq(7.7),
where we get 6°(™(X°)) = {eq, €10,€11}. Also 6°(e™(Y*°)) = {er,e11,e12}. Now
de(e™( X)) Nnoc(e™(Ye)) = {enn}. Now considering L.H.S of eq(7.7) we get
e"(X NY)® ={ngs}. Thus §¢(c"(X NY)) = {en}.

Proposition C: Let H be a parent IFHG, X and Y be sub-IFHGs, ¢ be the

dilation operator and ¢ be the erosion operator, then ( o €) is defined as:
AM(EN(XUY)) =0"(e(X™) U™ (e*(Y™), (7.11)
which is an opening filter w.r.to nodes.

Consider L.H.S of eq(7.11). Let e be an arbitrary edge in (X UY)"). Let v be
an arbitrary node in e. By definition of §”, this v can be a node either of X or of
Y. ie,v € X orv eY. Consider R.H.S of eq(7.11). Let {vy,vs.....v;,} be the
nodes in 6"(¢¢(X"™). By definition of 6" , a node v is an edge of X. i.e., v € X.
Let {vp41, Vpyo.....05} be the nodes in 6"(e°(Y™). By definition of 6", a node v is
an edge of Y. i.e., v € Y Let v be a node in {vy, vy.....04}. Thusv € X orv € Y.
This implies eq(7.11).

Example 7.3 Consider IFHGs in Fig. 7.1. Let us find the R.H.S of eq(7.3),
where we get £(X") is the set of hyperedges {eg, €10, €11 }. Thus 0" (£4(X™) is the
set of nodes {nz, ng, ni2, n13, N14, N17, N1s, N19, N31, N35, N3} Again €°(Y™") is the
set of edges {er,e1,e12}.  Thus we get 0"(ef(Y"™) as the set of nodes

{ng,ng,7113,71147”15,7118,n197n20,n32,n36,n37}- Thus 5”(56()(”) U 5"(56(Yn) gives
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the set {n7,ng, ng, n12, N13, N14, N15, N17, N8, Mg, N20, 131, N32, M35, N3, 737 -
Considering L.H.S, we get &¢(X U Y)* as the set of hyperedges
{es, €7, €10, €11, €12 }- Thus §™"(e*(X U Y)") results in the set of nodes

{TZ?, ng,ng, ni2, 13, N4, N1s5, N17, 118, 119, N20, 131, 1032, 135, 136, n37}.

Proposition D: Let H be the parent IFHG, X, Y be the sub-IFHGs, ¢ be the

dilation operator and € be the erosion operator. Then

F(S(X NY)™) C (6™(5(X™)) N (eS(Y™))). (7.12)

Example 7.4: Consider the IFHGs given in Fig. 7.1. Let us find the L.H.S of
eq(7.12). Here e¢(X NY)™ is the set of edges which contains (X NY)" only. i.e.,
e(X NY)™ is the set {ej1}. Now 0"(e(X NY)") is the set of nodes within ey;.
Thus 6" (e4(X NY)™) = {n3, n14, n1s, n19}. Now consider R.H.S of eq(7.12). Here
" (ee
" (e
a"(ef(X™) N o™ (e(Y™) = {ns,ni3,n14,M18, 19, N2g}. Thus we can see that
L.H.S ¢ R.H.S.

(Xn)> is the set {n77 ng,niz2, N1z, Niq, N7, 118, N19, N2e, N7, nQS}‘ Also

“(Y™) = {ns, ng, n13, N1, N15, N1s, N1g, N20, Nas, N2g, N30 }- Thus

Proposition E: Let H be the parent IFHG, X, Y be the sub-IFHGs, ¢ be the

dilation operator and € be the erosion operator. Then
("X UY)) =e(0"(X9)) ues(6"(Y)). (7.13)

Proof: Consider the L.H.S of eq(7.13) Let v be an arbitrary node in 6"(X UY)°.
According to the definition of 0", v € X or v € Y. Let h be an edge which
contains this v. By definition of ¢, this h € X or h € Y. Consider R.H.S of
eq(7.13). Let {hy, hy....h,} be the edges in £(6"(X*®)). By definition of £°, an
edge h in {hq, hy....h,} is an element of . ie., h € X. Let {hy1, hpio....hi} be
edges in (0™ (Y¢)). By definition of €¢, an edge h in {hy, hs....ht} will be edge of
XorY.ie,he X orheY. Eq(7.13) is implied by this.

Example 7.5: Consider the IFHGs given in Fig.7.1. In L.H.S of eq(7.13),
X U Y) is the set of mnodes within (X U Y)e ie.,

n e __
Y (X U Y) = {n77n87n97n127n13yn147n157n177n187n197n207n317n327n35yn367n37}-
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Now e¢(0"(X UY)) = {eg, er, €10, €11,€12}. Consider R.H.S of eq(7.13). Here
0"(X°) is the nodes within X¢. ie, 0"(X¢) is the set of nodes
{n7,n8, M9, 112, N13, N14, N5, N7, N1, N1, N31, N5, N3 . Thus e°(0"(X€)) is the set
of edges which consists of these nodes only. i.e., e4(6"(X*®)) = {es, €10, €11}. Now
o"(Y°) is the mnodes in Y- ie, e°(d™(Y*°)) is the set
{ns, ng, n13, N1, n15, N18, N19, N20, N32, N3e, Na7 f. LThus (0™ (Y)) is the set of edges
which contains the above nodes only. i.e., e¢(0"(Y®)) = {er, e11,e12}. Therefore
e (0™( X)) Ue(0™(Y®)) = {es, €10, €11} U {er, e11, e1n} = {es, er, €10, €11, €12 }-

Proposition F': Let H be the parent IFHG, X, Y be the sub-IFHGs, § be the

dilation operator and € be the erosion operator. Then
("X NY)) =e(6"(X)) Nne®(a™(Y)), (7.14)

where £(6"(X NY)®) is a closing filter w.r.to hyperedges.

Proof:Consider L.H.S of eq(7.14). Let v be a node in 6"(X NY)°. By definition
of 9", it is a node in both X and Y. Let e be an edge which contains this v. By
definition of €, this is an edge in both X and Y. ie., e € X; e € Y. Consider
R.H.S of eq(7.14). Let {uy,us....u,} be nodes in 6™(X¢). By definition of 6,
these nodes are in X. Let {ej,es......,} be the edges which consist of these
nodes. By definition of ¢, these edges are in X. Let {41, Upto....ur} be nodes
in 0"(Y). By definition of §”, these nodes are in Y. Let {e,+1, €py2......€} be the
edges which consist of these nodes. By definition of €, these edge is in Y. Now

an edge e in {ey, es......ex } is present both in X and in Y;ie,e€ X, e€Y.

Example 7.6: Consider L.H.S of eq(7.14). There 6"(X NY)¢ yields the set of
nodes {ni3, ni4, n1s, N19, n36}. Now £°(6"(X N Y)®) is the set of edges which
contains the above nodes only. i.e., e(0"(X NY)¢) = {e11}. Consider R.H.S of
eq(7.14). o"(X°¢) is  the set of mnodes in X° ie.,
d"(X°¢) = {nz,ng, ni2, ni3, N14, N17, N1s, N9, N31, M35, N3e }.  Now €°(0"(X€)) is the
edges which contain the above nodes only. ie., e¢(6"(X¢)) = {es,e10,€11}-
Likewise d™(Y¢) is the set of nodes in Y® only which gives the set
{ns, ng, n13, N14, N5, N1s, N19, Nog, N3z, N3, N37 . Now £°(6"(Y¢) is the set of edges
which contains these nodes only. ie., €(0"(Y°) = {er,ei1,en}. Now
e?(0"(X9)) ne(0"(Y)) = {en}.
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FiGUuRrE 7.3: Proposition D

Proposition G: Let H be the parent IFHG, X, Y be the sub-IFHGs, § be the

dilation operator and € be the erosion operator. Then
(X UY)") =e"(69(XT™)) uet(0°(Y™)), (7.15)

where "(§¢(X UY)") is a closing filter w.r.to nodes.

Proof: Consider L.H.S of eq(7.15). Let {ej, es....,ex} be the edges in
(X UY)". Let v be an arbitrary node in {ej,es....,ex}. According to the
definition of €”(§¢(X U Y)™)), this v should be contained in {ey, es...., e, } but not
in {ey,e9....,e,}". Consider R.H.S of eq(7.15). Let {ey,es....,e,} be the edges in
d¢(X™). Let {ny,ng,....,n,} be the nodes in {ey,es...,e,}. According to the
definition of €"(6°(X")) these nodes are present in {ej,es,..,e,} but not in
{e1,e9,..,¢,}". Let  {ept1,€pt2...,ex} be the edges in 0°(Y™). Let
{nps1,Mpi2, .., i} be the nodes in {eyi1, €pi2, .., ex}. According to the definition
of €"(6°(Y™)) these nodes are present in {epi1,€pt2...,€x} but not in
{ep+1,€psa..., ex}. e, any node v in {eq, es...., €, } is present in {eq, es...., ex } but

not in {ey, eg..., ex }.



Text Summarization Using IFHG 146

O 0O O
O O
O O O
O O
O O O
0O @
O @) O
O O
O @) O
(a) (b)

Le MmO e n4.n_ 15 @ High priority
D® "270 U280 0@

ne "0 2,0 "0 "1oe ;(g'i‘g?
2,0 "310 "ne "0 .( 7.0.3)
ﬂo “]2: n]3{3 140 150 Mediummll‘?c;lf N
11 @ 7350 7360 137 @ o priority
e 2,0 "150 Moo "0 (05.0.5)

1 n Low priority
16 @n;c @n,, @0, @741 ® (03.0.7)
n n -5 U
0, @ 1,® 1@ 1), @ ") @

(€)
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Example 7.7: Consider L.H.S of eq(7.15). Here §¢(X UY)" is the set of edges
which  contain  nodes in (X U Y)* which gives the set
{e1, eq, €3, €4, €5, €6, €7, €3, €9, €10, €11, €12, €13, €14, €15, €16} Lhus e (0¢(X UY)™) is
the nodes in the above edges but not present in their complement edges = all
nodes in H. Consider R.H.S of eq(7.15). Here §¢(X™) is the set of edges which
contain nodes in X" = all edges in H. Now "(d¢(X")) is the set of nodes in
above edges but not in their complement = all nodes in H. Now 6°(Y™) is the
set ~ of edges which  contains nodes in Y™  which  gives
{ea, €3, €4, €6, €7, €3, €10, €11, €12, €13, €14, €15, €16} Hence ”(5¢(Y™)) is the nodes in
the above edges, but not in their complement which is the set
{n37n4,7157718,”9,”10,”1377114,7115,”18,7119,7120,”2177122,7123,”24,”25,”27,”28,”29,

N31, N32, N33, M35, N36, 37, 39, N4, Na1 §.  Hence e™(0°(X™)) U e™(0°(Y™)) = all

nodes in H.
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Proposition H: Let H be the parent IFHG, X, Y be the sub-IFHGs, § be the

dilation operator and € be the erosion operator. Then
(X NY)") C e™(d9(X™)) Nne™(0°(Y™)), (7.16)

where €"(0°(X NY)") is a closing filter w.r.to nodes.

Example 7.8: Consider L.H.S of eq(7.16). Here §°(X NY)" is the set of edges
which consists of any element in (X NY)" = {ey,e3,e4, €, €7, €5, €10, €11, €12 }-
Now £"(6¢(X NY)") is the set of nodes in the above edges but not in their
complement edges which gives the set of nodes
{n3, 4, n5, M8, N9, N10, N13, N4, M55 18, 19, 20, Mo, Nag, Mg, T31, 1132, N33, 1135, 136, 137 -
Now consider R.H.S of eq(7.16). d°(X™) is the set of edges which contain any
node in X which gives all edges in H. Now €"(d¢(X"™)) = all nodes in H. Now
(Y™ is  the set of edges  which  contain  nodes  in
Y™ = {eq, e3, €4, 66,67, €5, €10, €11, €12, €13, €14, €15, €16}. Hence €"(0°(Y™)) is the
nodes in the above edges, but not in their complement edges which gives the set
{n3, 4, 5, M8, N9, M10, N13, 14, N5, 18, N19, 20, N21, N2, Na3, Mad, Nas, Na7, Nag, Mg,
ngl,n32,n33,n35,n36,n37,n39,n40,n41}. Hence 6n(6e(Xn)) N 8”(5€(Yn)) 1S the set
{n3, 4, m5, M8, N9, N0, N3, N4, N5, 18, N9, T20, a1, 22, Moz, Mad, Nas, Nar, Nag, Mg,

n31, M32, 133, M35, 136, 1137, 139, 1040, n41}.

7.2 Application of filter in multi-document

summary

Multi-document summarization is an important area in the field of NLP. There
are many summarization methods developed so far. In this section let us see how
multiple documents can be represented using an IFHG assigning membership and

non-membership values to the nodes and hyperedges.
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F1GURE 7.5: Proposition H
7.2.1 Modeling multiple documents using IFHG

Let [Hyp, H™, HE, fin, Yn, fe;s Y] be an IFHG as mentioned in Section 7.1. Let H¢
be the hyperedges, where a hyperedge e; represents a document D;. Let H" be
the nodes where a node v; represents a keyword w; in the document. The same
is shown in Fig. 7.6. Therefore the number of hyperedges in the H;r will be
same as the number of documents considered for summarization and the number
of nodes in a hyperedge will be same as the number of keywords in that document.
The membership value for a node v; depends on the normalized T'F — IDF value
and the priority of that word. Irrespective of the domain there are words which
are having high priority. For example words like important, famous, beautiful,
attractive, relevant etc are given high priority. So these words will have p,, > 0.5.
For such words v,, = 1 — u,,. There are words which are having very low priority.
Some sample words include notorious, expensive, least, badly etc. These words
are having v, < 0.5. So for such words p, = 1 — 7,. Rest of the words are
given p, = 7, = 0.5 as they are medium priority words. Once the nodes are
assigned with both membership degree (p,,) and non-membership degree (7,), the
hyperedges are also assigned membership degree (1) and non-membership degree

(7e) as per the rules in Section 7.1.
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FIGURE 7.6: Multiple documents as IFHG

7.2.2 System architecture

For the formation of IFHG, all the documents are subjected to preprocessing steps
like stop word removal and lemmatization. keywords in a document are found out
by considering the tf — idf of the words. Only words with ¢f — idf above a
threshold 6 are considered for the construction of the IFHG. Once an IFHG is
formed as mentioned in Section 7.2.1, it can be partitioned in to sub-IFHGs based
on the absence of overlapping nodes between the hyperedges. Such partitions are
now document clusters. For each cluster, sub-IFHG X; is created by applying an
(cr, B) cut. This X; is subjected to opening and closing filters as mentioned in
Section 7.1. The results of filter w.r.to hyperedges will be yield good documents
and results of filter w.r.to nodes will yield priority keywords. These priority words
combined with priority documents yield good summaries. If needed, the number
of parameters considered for assigning membership degree can be increased. The

architecture of the system is shown in Fig. 7.7. The algorithm is given in Fig. 7.8.
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FIGURE 7.7: Architecture of multi-document summary

Algorithm - Multi-document summary using IFHG

1: Input : n documents, 6., a,
2: Output : Summary
3: for each document D;;i =1 ton do

4: Remove stop words

A Perform Stemming of words

6: Find tf — idf

T Find all words w; in Dy with if —idf > #

8: end for

9: P = number of hypernodes = Total Number of words in all the [J;

10: J = number of hyperedges = n;

11: for each k = 1 to P do

12: Assign pg, , Tn, of all nodes as per rules

13: end for

14: for each m = 1 to J do

15: Assign pg, . e, for all edges as per rules

16: end for

7: t Clusters = Find sub IFHGs with non overlapping hypernodes

18: for each cluster C';, 2 = 1 to t do

19: Find sub IFHG X; with o — 8 cut where o >= ap

20: Apply opening filter w.r.to nodes §"(z%(X;)™) to find keywords in sum-
mary.

21: Apply opening filter w.r.to hyperedges 6°(z™(X;)¢) to find relevant docu-
ments.

22: Find Opening_Summary_Filter(C;) = Combine(§%(s™(X;)%), 6™ (e5(X;)™))

23: Apply closing filter w.r.to nodes £™(§°(X;)™) to find keywords in summary.

24: Apply closing filter w.r.to edges (6" (X;)°) to find relevant documents.

25: Find Closing_Summary_Filter(C;) = Combine(z%(6™(X;)¢), =™ (4%(X;)").

26: end for

27: for two clusters C;, C; do

28: Find Opening_Summary_Filter(C;) U Opening_Summary_Filter(C;) to create
union of two summaries

29: Find 0™(e%(X;)™) U d™(e%(X;)™) to create union of keywords in summaries

30: Find Closing_Summary_Filter(C;) U Closing_Summary_Filter(C) to create
union of two summaries

31: Find £"(6%(X;)™) Ue™(4%(X;)™) to find all the keywords of two summaries

32: end for

F1GURE 7.8: Algorithm for multi-document summary filter
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Results of Multi-document summarization
S1 | No:of | Total | Total No:of | No:of Percent
No | docs no:of | no:ef | nodes | summary age of
lines words | created | lines suﬁma
1 |3 43 1975 14 16 37
2 |3 125 4453 18 32 26
3 |4 135 5749 20 34 25
4 | 4 257 9497 27 76 30
515 393 13,372 | 48 110 27
6 | 6 444 25852 | 50 125 28

FIGURE 7.9: Summary results

7.3 Results of multi-document Summary

The proposed system with multiple documents modeled as IFHG was tested with

different number of input documents. The system developed in python, and the

hypergraph created using python pygraph works for both Malayalam and English

documents. The difference between two systems lie in the stemming phase, where

in Malayalam, a stemmer developed using tree based method [106] is used. Porter

stemmer is being used for English documents. Rests of the modules are common for

Malayalam and English summarization system. The results obtained with various

test cases are given in Fig. 7.9. The results of the IFHG system is compared

with results of 50 human summarizers and Rouge-L, Rouge-2, Rouge-1 scores are

calculated and shown in Fig. 7.10.
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Rouge-scores of Multi-document summarization

No: Rouge-L Rouge-2 Rouge-1

of size
docs r R F r R F r R F
3 2k 087 | 093 | 090 | 088 | 093 | 0.91 | 090 | 094 | 091
3 45k | 0.85 [ 097 | 090 | 0.84 | 096 | 0.89 | 0.87 | 096 | 0.91
4 57k | 091 [ 097 | 093 | 090 | 096 | 093 | 091 | 096 | 0.94

4 95k | 085|097 | 089 | 085 | 098 | 091 | 0.88 | 099 | 093

3 13k | 0.88 | 099 | 093 | 0.88 | 099 | 093 | 0.89 | 0.99 | 0.94

6 25k | 0.87 | 099 | 091 [ 0.88 | 096 | 092 | 091 | 096 | 0.93

FIGURE 7.10: Rouge-scores

7.4 Conclusion

This chapter has presented a novel method which models multiple documents
using IFHG. While chapter 5 has modeled sentences as hyperedges and words as
nodes, this chapter has extended it to multiple documents by treating documents
as hyperedges and words as nodes. The system is tested with documents of
varying size and has shown better results when compared to human summaries
with a time complexity of O(n?). Documents in various domains are considered
for summarization. The priority levels, (a, #) cuts, range oriented («, [3) cuts and
union / intersection operations applied on the filters give different types of
summaries suitable for different applications. Here IFHG takes only less space
since care is taken to reduce the number of nodes. We have also developed a
system which models sentences as hyperedges and words as nodes. Such IFHG
modeling and filtering can be done in other areas like mobile networking, social
networking, image processing etc. Modeling medical reports as IFHG and

creating medical report summary is a future enhancement of this work.



Chapter 8

Results and Screenshots

Here two systems are developed, one which summarizes Malayalam documents and
another which summarizes English documents. Both the systems have the same

sub modules like preprocessing, stemming, clustering and summary generation.

The main difference between the two systems lies in the stemming phase.

8.1 Lemmatization phase

In the case of English summary system, the stemmer used is porter stemmer, while
in the case of Malayalam summary system, a tree based Malayalam lemmatizer is

developed.

153



Text Summarization Using IFHG 154

Text Editor
test12.txt (~/Filter/summary/Tree-stemmer) - gedit

E_ B open ~ 2 save = & undo g 2 B

python-mysqlnew9.py # | | stemtreeoutput.txt 3 | | test12.txt 38

1 @ogoeemgad Irrﬂ(m” @M., ges. algdm, daidldlaes. pweergeaiss, am, @il gl ceom. msedals 107 |
QBUEBUD ST . . ERMVRAUEANT. eHSUREINE. @RAUAOTIalg. @ed. A, slmajepem. memepo
2088 Qenm, aneom@aud movlales, eeElaje. alalawodom, mae alneowlealss’ emads), goealiud mamam
AlOQ)MREMNEIG), OIS, AMIMD IO, QIETE. | 9w)e, HQIaj, @00l m0d, ealnaemiog., @raudl, @agm |
(msnoqdmamﬂ @00, alomlandslo. ad@e. oo, sodad amisagaeaslies). Q. GINIEOMIS, alOWI.

2
3 QUIBETMo. nBETMe, ALIEHW M, Calddmm, Uslaud. _ﬂtﬁmom@m‘mﬂqas )Mo, n}DOQYSR, BILHEICOIE, &hEMs. WO

omdedd. amoponilges. podoly eme., amdecigmme, aidamaled. | aoee, apeASOTIEND osegmgs |
gdsmmﬂqdmuﬁ DOICIREROE. (o), aj®a]alenrg. @rdame)milyf oo, clend, somileal. dhsomaeasnwil. _n@(nﬂa)(m% .
Qg ee almilmod DOMEBEe SOl iy, AlIERG. @ROleaIn0 EBSTUMGe allorls’ @odailen arm, enwwllod
equaiad ap@memioud oalemas, alfM@e, GOD, @EMdse, Cald @M., males, smiouldaams. .

4 8, e, AduaRUlE, gl e, ssieovicd amdeigedlod emajmud OOl Salfn]al MuQiaimes
60AMdhBo, ERMIMEEBBEREM, 0D, AEQY S, AILlagaqym. memydalad gmes. AgamMay. . emalaie. Hoajq. |
megoem@ye. Mgaldl]al aeogmiead. genom cangj.. malles. dallaaud. . dldyeanscnd sdwoam. oo, asc
mm(pggﬂmﬂ;% caidomad.  allwomiges. alemasw, memajod agaeim., eneamid emgemoriepam, mewgal |
WuaomEEeg, mealos].

5
6 B0, CONSEROS, HNQO® &ldgdlal emos, aemmes, &Sojeula moeees PTYYes .. emD. of) @D

WIDUB. | Bleaiglmud ealenl @RgEleNl] algemeamagaudaisulad mmp.. aimaled. sned. eanomiad aoeom |

enlddm, allaerdewas podoilea amlessimrilsalad MIg@00 eato G::.IOG‘]_"% Calddhe, (M., agimoemiliD, mlogs. |
EREBHEL!, C25 e, Hamddad, mogad alom aessneiwl sigmoesm, almmmeineqs, &g, dlommi
QIES0, afiMmIwldeanean, Om@e.

7 @BQ RuadEReEIg.. (aid ewdwloado am anal pemild osiwsiloe. moeslooo] eamd@ quegaumgaTicd
®BAMBOEFMD . T, afO0. GPo, MITTEIMSE. @) EUUD., eI @rawSkErmeEk, prilewom. allypdss |
Af)(T, @RI, AlOMIMID, Caldeal. | Onal@aanud @mio, dlaimapods dgeom, evpaardenngalal |

AeEeWIMm, Mlmdal. . AVMIBNLs. AeQSED, A lBa0MmInal aIMEMmE (BBICAIRNAI, aldh, alsdaml, oo, goraes |
Plain Text ¥ Tab wWidth: 4 v Ln1, Col17 INS

FiGURE 8.1: Malayalam input file

Fig. 8.1 shows a Malayalam input file which is input to the system. Preprocessing
of the document is done which involves removal of periods, commas, white spaces,
stop words etc. Tokenization and removal of periods result in an output shown in

Fig. 8.2. A snapshot of stopword file is shown in fig. 8.3.
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stemtreeoutput.txt (~/Filter/summary/Tree-stemmer) - gedit

B open ~ B save i e B

python-mysqlnews.py ® | | stemtreeoutput.txt 3 || | test12.kxt ¥
1]
2
3 after.removing. periods
4
5
= 6 mogonaBgad

7 BOMo
8 @63

I g cugdom’
10 Mawddges
11 pweamrgeniss’
12 ®ilcusrdl
13 &s)
14 06O
15 @sadils

16 107
17 UdcHeEEUd

18 @sleomy
q 19 @RTUeEBAT
20 CHSUNIOE
] 21 @udooals.
22 cuerd
23 @lmalepem
24 DM
25 B0SEEQSBIN
26 0@
27 marlaies

mm el

FIGURE 8.2: Removal of periods

traverse1.txt (~/Filter/summary/Tree-stemmer) - gedit

POpen v B save |g|

python-mysqlnews.py # nodetrialnew1.py # treetrialnew2.py ¥ | | traversel.txt 3%

1]
= 2 (Yddo-stemmer
. ) > %1
4 . dhIQENE2
5 2 ’ . * dhehd
7 , Q@35
-I 8 6
9 , *cud?
o 10 , &8
11 \ , CaHeomd
12 \ \ , 510
!l 13 ) ) ) , a1l
14 \ \ @12
15 , , , , B8da13
¢ 16 \ , CEanald
17 - - + 15
18 . . . , 616
19 \ \ , 8517
20 y y y , 618
21 , , , 819
22 Y Y Y , 620
23 \ , Cihgeneo2 1
24 . . , dnleg22
25 - - - - None23
- 26 . . , wlmoe24

FIGURE 8.6: Suffix-replacement-tree
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stop.txt (~/Filter/summary) - gedit

E_ Popen v {“S—aue Ig; €&, Undo

4[] stop.txt # | | stemmingoutput.txt ® modifiedverb.php # | | replaced.txt %)

1 ol

2 @ce

3 @®

4 @ET

5 nj]ﬁ)(‘fq

5 uge®

7 @D

g nlGdhH

g @@
10 ~a!
11 =lei
12 Ue®
13 Galleal
14 @
15 ) @OV®
16 29
17 QBeal
18 @&}
19 af)m
20 @0
21 @R
22 agon’
23 mai
24 emICD

25 ~fe0
26 @R’

FIGURE 8.3: Stop word file

Tokens are subjected to lemmatization. The suffix replacement rules used to build
the tree based lemmatizer is shown in Fig. 8.4 and Fig. 8.5. As seen in Fig. 8.6, a
path in the tree will be a suffix and the leaves are storing the replacement. When
a path match with suffix is obtained, suffix is replaced with the respective leaf.
The lemmatized output and the time taken for lemmatizing each word is shown
in Fig. 8.7. We can see the following replacements:

angalil:am

e thazhvarangalil ( ) thazhvaram

(rnnu:ruka)

o valarnnu ——= wvalaruka

L. (yude:null) ..
e neelagiriyude ————— neelagiri
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localhost [ localhost / verb stemmer / malayalamstemmer | phpMyAdmin 3.4.5deb1 - Mozilla Firefox

ocalhost / localhost /verb ... % {G]

& | 2) @ localhost/phpmyadmin/index.php2db=

mstemmer&target=sql.php&token=cc78b30a49fess” ¢ v & | \_'

PhpMyAdm;ﬂ temmer @ n emmer
[= Browse = 4 Structure J;f SQL -4, Search ¥ Insert [ Export =} Import :}3 Operations

& 8390 6
« Showing rows 0 - 29 ( 1,135 total, Query tock 0.0002 sec)

| verb stemmer j|
= ] S
|=| imalayalamstemmer FiOI “malayalamstemmer
|| new_verb LR
|E| verb

| Profiling [Inline] [
=] wordstemmer

.'@Createtable ) Pagenumher:‘1 j| -;'- w;'.
. o’/  aE

{ show: ‘ 30 | row(s) starting from row # | 3p ‘ in| horizontal j| mode and repeat
Sort by key: | None j|
+ Options
[ " id suffix replacement

[ & Edit & Inline Edit 3¢ Copy @ Delete 1 ol <

[] & Edit [¢] Inline Edit #¢ Copy @ Delete 2 o NULL

& Edit & Inline Edit #¢ Copy @ Delete 3 &m &

[ & Edit [¢] Inline Edit ¢ Copy @ Delete 4 amim av
[ & Edit [¢] Inline Edit #¢ Copy @ Delete 5 ajet o
[ & Edit [ Inline Edit #¢ Copy @ Delete 6 dai@ <

[ & Edit & Inline Edit ¥ Copy @ Delete 7 gqst o
[ & Edit [¢] Inline Edit ¢ Copy @ Delete 8 o o
[ & Edit & Inline Edit #¢ Copy @ Delete 9 aicd &
[ & Edit ] Inline Edit #E Copy @ Delete 10 dmt @

FicUrE 8.4: Malayalam lemmatizer in phpmyadmin

localhost / localhost / verb stemmer / malayalamstemmer | phpMyAdmin 3.4.5deb1 - Mozilla Firefox

alhost / localhost /verb ... % [GJ
& | 2 @ localhost/p

pmyadmin/index.php?db=verb+stemmer&table=m amstemmer&target=sql.php&token=cc78b30a49Fe651¢ 17 v @] |=v v eBay

phpMyAdmin

[Z Browse | 4 Structure L[ soL 4 Search ¥t Insert [& Export [5} Import J° Operations © Tracking

S84 e 0 e

+” Showing rows 0 - 29 { 1,135 total. Query took 0.0002 sec) [suffix: *aogem” - aweam.]

verb stemmer =l
|=| malayalamstemmer SELECT*
- FROM “malayalamstemmer’
=] new_verb ORDER BY " malayalamstemmer’."suffic ASC
] verb LIMIT 0, 30
=] wordstemmer [ Profiling [Inlinel [ Edit 1[ Explain SQI

() Create table Page numben| 1 j‘ (=) (=

| Show: ‘ row(s) starting from row # |30 | in| horizontal j| mode and repeat headers after 3
Sort by key:| None j|

—T— id suffix . replacement

[ & Edit (o] Inline Edit 3¢ Copy @ Delete 451 *soqew * s

[ & Edit [¢] Inline Edit #¢ Copy @ Delete 582 *am. *oud

[ & Edit |7 Inline Edit ¢ Copy @ Delete 1127 smo. &R
[ & Edit [¢] Inline Edit ¢ Copy @ Delete 24 amn e

[ & Edit [¢] Inline Edit ¢ Copy @ Delete 30 ssom &

[ & Edit [¢] Inline Edit ¢ Copy @ Delete 89 soomes =

[ & Edit [¢] Inline Edit ¥t Copy @ Delete 96 sommg &

O & Edit [¢] Inline Edi Copy @ Delete 16 sont o=

[ & Edit ¢] Inline Edit ¥ Copy @ Delete 696 sma ey
[ & Edit [¢] Inline Edit ¢ Copy @ Delete 338 sady &l
[ & Edit [¢] Inline Edit ¥ Copy @ Delete 594 agoen e

FIGURE 8.5: Malayalam lemmatizer sorted in phpmyadmin
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(lilekkus:l
o uyarangalilekku —)> uyarangal

thudangiyittu (ymu—mu> thudangi

(u:yuka)
e panju RN payuka

kazhinju &y—kﬁ% kazhiyuka

X X chittum:kkuka .
avarthichittum M avarthikkuka

Here we can see that on finding a matching suffix, it is replaced with replacement.
But stemmers developed in many languages just strip the suffix, which yield the
stem word. Since the proposed lemmatizer is yielding the root word rather than
the stem word, it is more meaningful. The suffix replacement rules are placed in
database using phpmyadmin and tree is created using python. Python pickling

technique makes the tree permanent.
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' o2

python-mysqlnewS.py ¥ || | stemtreeoutput.txt 3 | | test12.txt 3%
291 @REIWIEED.

;gg words.after.lemmatization. .&. .Time.taken.in.seconds
294 .
- 205 @BIBo+ + v v v e 9.00181198120117
< 206 DOMon v v v e e eennneannnnnnnnns 0.000402927398682
207 BOG. ee i 9.000642061233521

I 208 QUBME b. <« v vvvveiinnnneeanns 0.000472068786621
299 AILAB. v 0.00146913528442
300 DWOEBWD. « « v vvvsrvrnnnnnseennns 9.00136303901672
301 OIUEME. « v et e e e 0.000385046005249
302 B e i 9.000193119049072

. 303 AW et et 9.00016713142395
304 @S .ttt 0.000869989395142
305 107 . ittt 6.69956207275e-05
306 QUBAor v v v v e eeeeinreeaannnnns 0.000482082366943
307 ST ¢ ettt 9.000340938568115

¢ Il 308 @ocrvcea® . L 0.000509977340698
309 CEBSUDDIOED . « + + vt vvvvrrrennnnneenns 9.00115013122559
310 ERUBDIIERED . « « v evvvverennnnnneenns 9.00113582611084

. 311 QBT t ettt et iii i 9.000196933746338
312 BIDals e o e 0.000838994979858
313 EDOME0. « v v vv v e e 0.000380992889404
314 GOSEDQGI e e v e ve e e e 9.00129199028015
315 AOBDM@IB. « e e vvv e v eenrnnnnennnnns 9.000614166259766
316 OMAAIDS. vt 9.00H566959381104

Plain Text * Tab width: 4 ~ Ln1, Col1 INS

FIGURE 8.7: Lemmatizer output and the time taken for each word

8.2 Clustering phase

Now let us see the results of clustering phase, where the text is modeled as a
weighted hypergraph. Clustering is done by spectral partitioning of the similarity
matrix of the hypergraph. Fig. 8.8 shows a sample Malayalam input file given
for clustering. It consists of a text pertaining to two topics. Some sentences are
related to travel and others related to politics. Number of unique words in the
text are found out. It is taken as the number of nodes in the hypergraph. The
number of sentences in the text form the number of hyperedges. The hypergraph
formed is shown in Fig. 8.9 and Fig. 8.10. The eigen values calculated for the
similarity matrix is shown in Fig. 8.11. The eigen vector of the eigen value with
maximum absolute value is shown in Fig. 8.12. Splitting the eigen vector based

on positive and negative values are illustrated in Fig. 8.13. The process iterates
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until there are no change in sign or number of elements is less than 2. The cluster

output is shown in Fig. 8.14.

*thesis-cluster-malayalam.txt (~/Filter/summary) - gedit

BB - Bsae & & undo g

4 [ stemmingoutput.txt % modifiedverb.php 3 | | replaced.txt ¥ | *thesis-cluster-malayalam.txt % | P

ul 1 TYRIEJEEOW, MIAWe. , Bdsjges, dlosmls. dalmyslad almeldw, pscupnlm awm, adlmderyameaioa”
W 300D OIPD. , @M YANIG af)(m. TUDMEEYOTICLIE MEM@IIGBINATD, SHMOH. , afl0MIsdh@om, miar’ 140
aleandlod @y grmodlealERBem. . | afOeMdedde, (U, GEMICIEaIE, CalddEmIdud emE@oitle, A NOIOTIMSEIDES |

- 2IA®. owomges. o] &emEes)mm. HnEnInd adale). grmadam . amdels. eanisajselad .me)
- alleamos. . aidsls. adgsamud gamaded. munmelp. #04). . edomont vepsaneles, asud m@maalo Qe Baj

EOHAUOTD. WD, pndtdmieal, almieamonlmrs . | moruo@oola eoomaiod @RemIgemanaMe, g0, MYme
1 MWE@BIMETT. MUMi@ie. eenInlbges. A, 6.aQMUN@.. . AosmMescld wyl emeaom, mem, dimia am |
@Roodghad e ealglmme. asloe, e @ramsasud | mson, runamoem’, adod’ . | alasmemoigomiad odlan”
R0, DAL ROIRND, MIATMe . af@TIQ, @O, MEM, HeadlS canem eumiad aewdl, oo misiodeaes”
’ wo@oildly. . $00Q, CMIFEEOF, HNQEE #ldgdlaf emos, ausmmes, asloeudas) maavgss, pudqes, aprwe
emsl o) @OR®. W@, , TlaaSdeid enlianl, @SN, alSEMEnIgaidaisalm aime. cimaled. el |
o' P CUNODIO D6, Calddm, diaamEewos’ podailpal dlodsimiswlad MagHd e, @afls). Ealddio, MM
af) I, ailess’

3 QIOMG . EIBSFEUSDD, alflaf miod, emaseud mg. . oleasulod aae. poruEkesmm, &Iomde. , auomd
- @IBB:GeENIOVIOLI, ERNOTIBM@IAT. eIskhud MIlowgom. aidlsldaama. | @em., am, naiad. , uomd
2 @moalle). sl@e. crudem, 215@esiod Q] MEBE:IONMM, 0T, aldlapem’ almmad edoslaud
. ll odewsorldama.  aomd oSl Moamsadasdews’ dadoldeammonl aoped. deqods
= I T .@gj%ﬂ(ﬂdﬂ% . E

FI1GURE 8.8: Malayalam input for clustering
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weightedhypergraph.dot (~/Filter/summary) - gedit

!‘ P Open ~ m 5
4 modifiedverb.php 3 [ replaced.txt 3 || ] thesis-cluster-malayalam.txt 3 [ weightedhypergraph.dot % P
1

no-of.vertices.with.duplicates. removed124
My6lialRe, MDA, OdbIa] Mledsls s@ﬂoﬂ(m_rgs” allemadldlo, oseug, adloderyam wam e 2@ gomad

%]

TUDMBEYe, EHARD, afOfMIadhis, 140, arleaindlgd gmmad afoemaedge, ISl GIMID Calddhds:, EM@YNeWBI, a8k |
2D, lepwImeeas. osemilens] aedesim’ aadada. edlale) gmmod’ amals. ennogel dare mileds’ aimddals
SdhglSe, GINAG’ TUDMEYe, SO, AOMINT UB}0:00M Bdd Mmoalw, fnj, DOmAUEM., WD, eododond’ aflond’
WMTVABO, (ROIBIN @SR T(MUOIMe, (TYIBE, MUNEOTIMIET (MeMiE:0o, HelbEDeE. Min@., SosMeeaimd sl
emae, (ilnd’ @rajodgondg e’ eaigilamme, anllo, @end @valas., msm, cnunale, iy’ allmsmomoaige
@REHOLIDEPWIMmRE, MIAMs, nf)@0IQ, se Q@IS canam®d sy ewdl, amd’ misiod ei@oldgds aieg
CmIGe, OMQED:, @ICIgCldad: cmIs, Qlevamd &Slojdula maaedaio @5 agawe, emsl WD, Blenld, @pgalann gl
AlGEMEDDE, QUM DS, EULe, aldWdh, Enldddh @il pod dleds mogenod candlQd, enldds almas’
af)emaei@, IOM@ @IME:GeaNe, aldldand noigl ed md olasg oQmidland:, &Itk ITMA @G IO
@RNOTIOM, edhas], MO g, alflalddnda, o, aoiwogl aomad eamaal al@., mudem, a5eas’ Al

1 MOBBX )b, alOO, aldlal allmmad eamod odewgonldaads., aomd @omRE:Geml, MlAMSaIS]

erdloldaammonl], g el deapds’ eargldaads. .no, of vertices with duplication, 145

3 digraph - hypergraph. {
4 1. [hyper_node_type=hypernode];
5 2. [hyper_node_type=hypernode];
6 3. [hyper_node_type=hypernode];
Bl 7 4.[hyper_node_type=hypernode];
8 5. [hyper_node_type=hypernode];
i 96 [hyper_node_type=hypernode];
10 7. [hyper_node_type=hypernode];
11 8. [hyper_node_type=hypernode];
‘ 12 9. [hyper_node_type=hypernode];

13 10 [hyper_node_type=hypernode];
14 11 [hyper_node_type=hypernode];
W 15 12 [hyper_node_type=hypernode];
16 13. [hyper_node_type=hypernode];
17 14 - [hyper_node_type=hypernode];
18 15 [hyper_node_type=hypernode];

———  m——— T

FiGURE 8.9: Hypergraph modeling of the input

4 - modifiedverb.php % [ replaced.txt 3 [ thesis-cluster-malayalam.txt 3 [ weightedhypergraph.dot % P
6307.->.3;
6317.->.4;
632 7.->.27;
633 7.->.28;
634 7.->.29;

6357.->.30;
636 7.->-31;
637 }

638 Diagonal -matrix.of edge degree:is
639 elgen.values.are

640 [-..2.00000000+0. ] -1.0000000040.7.--112.53069560+0.7. - -43.49061631+0. j

641 . .-24.11737945+0.j. .. .7.19101370+0.j. .. -1.82985286+0.7. .. -4.46487501+0.j

642 ... .3.56978344+0.j....2.74287206+0.j--.-2.00000000+0.] - -4.00000000+0.j

643 ... .2.00000000+0.j. ...2.00000000+0.F. .. .2.00000000+0.] .. -2.00000000+0.j

644 ... .2.00000000+0.j. ...2.00000000+0.F. . ..2.00000000+0.]....2.00000000+0.]j

645 ... .2.00000000+0.j. ...2.00000000+0.3. .. .2.00000000+0.7....2.00000000+0.j

646 . ...2.00000000+0.j....2.00000000+0.j....2.00000000+0.5....2.00000000+0.j

647 ... .2.00000000+0. ] +2.00000000+0.7....0.00000000+0.7]

648 - absolute.values-are

649 [+ 2.0 Toeeeenennn 112.5306956- - - -43.49061631. - - 24.11737945

650 ....7.1910137... .. 1.82985286 - -4.46487501....3.56978344. ...2.74287206

L | - 2orsssnasasnas 2erssisssssrss @ ssssiarrsaas 2.
B52 1 +v 2 v i s 2errriarriias rAE R R 2errrrisrrrisss 2, si s i e 2.
B53 2 v i Zerrrrarriaas Z2orrrrs i Zerrrisrrsisss? s iir i i 2.
(17 S B 2 [ JA 1

655 highest.absolute.eigen.value. is.

656 112.530695601

657 position:.of highest.absolute eigen.value:is

658 (array([2]),)

659 eigen.vectors.are

660 [[..7.07106781e-01...7.07106781e-01. . .0.00000000e+00...0.00000000e+00

661 ----0.00000000e+00.-.0.00000000e+00.-.0.00000000e+00.-..0.00000000e+00

662 - - -0.00000000e+00. - .0.00000000e+00. -.0.00000000e+00...0.00000000e+00

663 .- - -0.00000000e+00. ..0.00000000e+00...0.00000000e+00...0.00000000e+00

664 . ...0.00000000e+00...0.00000000e+00. ..0.00000000e+00...0.00000000e+00

FIGURE 8.11: Eigen values of the similarity matrix
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Text Editor

~

4 modifiedverb.php % | replaced.txt 3 | thesis-cluster-malayalam.txt % ‘| weightedhypergraph.dot 3 |p
[hyper_node_type=hypernode];
[hyper_node_type=hypernode];
[hyper_node_type=hypernode];
[hyper_node_type=hypernode];
[hyper_node_type=hypernode];
[hyper_node_type=hypernode];

122 119
123 120.
124 121.
125122
126 123
127 124.

128 1. [hyper_node_type=hyperedge];

129 1. -
130 1. -

>.1;
=23

131 2. [hyper_node_type=hyperedge];

132 2. -
133 2. -
134 2. -
135 2. -
136 2- -
137 2. -
138 2. -
139 2. -
140 2. -

>.3;
> 4;
>.5;
>.6;
> 7;
>:8;
>.9;
>.10;
>.11;

141 3. [hyper_node_type=hyperedge];

142 3. -
143 3. -
144 3. -

>.12;
>.13;
>.14;

145 4. [hyper_node_type=hyperedge];

146 4. -

5 147 4. -

148 4. -
149 4. -

>.15;
>.16;
>.17;
>.12;

150 5. [hyper_node_type=hyperedge];

151 5--
152 5- -

1153 5. -

154 5. -
155 5. -
156 5. -

R =

4/ modifiedverb.php % | replaced txt % |7 thesis-cluster-malayalam.txt 3 [ weightedhypergraph.dot % P

893 ..
900 [
901
907 . -

>.15;
>:18;
>.12;
>.19;
>.20;
>.21"

FI1GURE 8.10: Hypergraph edges and nodes

weightedhypergraph.dot (~/filter/summary) - gedit

Open ~ dee

0.0000000De+00 -

0.00000000e+00- -
0.00000000e+00- -
0.00000000e+00. .
0.00000000e+00- -
0.00000000e+00- -
0.00000000e+00. .
0.00000000e+00. .

0.00000000e+00

0.00000000e+00- -
0.00000000e+00. .
0.00000000e+00. .
0.00000000e+00- -
0.00000000e+00- -
0.00000000e+00. .

|g| &\ Undo

-0.00000000e+00 -

-0.00000000e+00- -
-0.00000000e+00- -
+0.00000000e+00- -
-0.00000000e+00. -
-0.00000000e+00- -
+1.00000000e+00. .
+0.00000000e+00- -

0.00000000e+00

-0.00000000e+00- -
+0.00000000e+00. -
-0.00000000e+00- -
-0.00000000e+00- -

-0.00000000e+00-
+0.00000000e+00-

-0.00000000e+00 - .
-0.00000000e+00 - -
-0.00000000e+00 - -
- 0.00000000e+00 . .
-0.00000000e+00- -
-0.00000000e+00 - -
- 0.00000000e+00 ]
- 0.00000000e+00 . .

0.00000000e+00

. 9.00000000e+00 - -
.9.00000000e+00 - -
.9.00000000e+00 . -
.9.00000000e+00 - -
. 9.00000000e+00 - -
.1.00000000e+00]]

-0.00000000e+00
-0.00000000e+00
-0.00000000e+00
+0.00000000e+00
-0.00000000e+00
-0.00000000e+00

+0.00000000e+00

0.00000000e+00
-0.00000000e+00
+0.00000000e+00
-0.00000000e+00
-0.00000000e+00
-0.00000000e+00

908 eigen.vector. correspodlng to.the. hlghest eigen.value.is.

909 [[-
910 . -
911 ..
912 ..
913 ..
914 . .
915 . ..
916 . - -
917 neg

0.00000000e+00 -

--6.83442772e-02-
»-9.84056520e-02. .
--1.63208747e-16-
+-1.36381773e-16- -
--3.49867657e-17-
8.00473047e-17. .
0.00000000e+00- -

is..16

£ 918 inside.splitlistl.pos:
919 item-and. pos-are.same.
920 item.and. pos.are.same
921 item.and. pos-.are. same:
922 item-and: pos-are. same-
923 inside.splitlist1l.pos.
§ 924 item.and. pos.are.same
925 item.and. pos-.are. same:
926 inside.splitlistl. pos-

-0.00000000e+00 -

+-8.14086098e-01-
' 7.72603392e-02-
- -8.41722705e-17-
+1.33077612e-16-
+-4.00993291e-17- -
+6.82715468e-18. .
-0.00000000e+00. -

]

I &l wWwwwwli

FicURE 8.12: Eigen vector

--3.60187062e-01-

. -4.65377006e-02.
.-3.15242953e-16. -
. -8.08029786e-17.
. -1.33260621e-16. -
.4.24805098e-17 - -
.9.00000000e+00 . -
.9.00000000e+00]]

--3.36407173e-01

--2.68085414e-01

+3.76005779e-20

- -7.64714417e-17

-4.17831126e-17
-1.37549933e-16
+0.00000000e+00




Text Summarization Using IFHG 163

*weightedhypergraph.dot (~/filter/summary) - gedit

n_ B open ~ B save & & Undo m o B

4 = modifiedverb.php 3 | [ replaced.txt 3 [ thesis-cluster-malayalam.txt 3 | [ *weightedhypergraph.dot %

Y41l LNSLUE-5PLLLLLSLL:pPOS:-=-13

942 item.and-pos-are . same-13

943 inside. splitlistl. pos.=.14

944 item.and.pos.are.same- 14

945 inside. splitlisti pos.=.15

946 item.and.pos-are.same:15

947 inside. splitlistl . pos.-=-16

948 item-and:pos:-are.-same-: 16

949 inside. splitlistl. pos.=.17

950 item.and-pos-are . same-17

951 inside. splitlistl. pos.=.19

952 item.and.pos.are.same-19

953 inside. splitlisti - pos.=.21

954 item.and.pos-are.same-21

955 inside. splitlistl. pos.=.22

956 item-and:pos:are.same.22

957 negative-vecs.is.[-0.36018706162297243,.-0.33640717256675173, - -0.068344277227079503,
-9.8140860984195033, - -0.046537700580233661, - -0.26808541380018558,
-0.098405651976375089,.-3.152429530001906e-16,--1.6320874695312491e-16,
-8.417227048285983e-17,.-8.0802978630141924e-17, . -7.6471441665268756e-17,
-1.3638177335420283e-16,--1.3326062056747176e-16, - -3.498676569064118%e-17,
-4.0099329110664221e-17]

958 first.split-is.[[3,-4, 5, 6,-7,-8],-[3,-12,.13,.7,.14,.15],-[3,-17,.18,.19,.20,.21,
22,-.23,.24,.25,.7,-26],-[3,-4,-27,-28,.29,.30,-31],-[3,.4,-5,.6,-7,-8],-[3, 4,27,
28; '29r '30r '31]r'[3J '4r 'Sr '6r '?r 'a]J'[3r '4r 'Sr '6r '?J -3], '[16r '6:|r'[3; '4r 'Sr '6r '?r
8l1,-[3, 12, -13,.7,-14,-15],-[3, .17,-18,.19,.20,.21,-22,.23,.24,-25,.7,-26],-[3, -4,
5,.6,:7,:8],-[9,-10,.11]1, -[9, - 10, .11],-[3, 12, .13, .7, . 14,.15], -[3, .12, - 13,.7, - 14,
15],-[3,-12,-13,.7,-14,.15],.[16, 6], -[3,-17,.18,-19,.28,.21,.22,.23,.24,.25, .7,
26]1,-[3,-17,-18,-19,.28,-21,.22,.23,.24,.25,.7,-26],-[3,-17,-18,-19,.20,-21, .22, .23,
24,.25,.7,.261,-[3,-17,.18,.19,.20,.21,.22,.23,.24,.25,.7,-26]]

959 final.first.split.is.[[3, 4,5, .6, -7, -8],-[3,-12,.13,.7,-14,.15],.[3,-17,-18,.19,
20,-21,.22,-23,.24,-25,-7,-26],-[3,-4, .27, .28,-29,.30,.31], . [16,-6],-[9, 18, -11]]

960 inside. splitlist2

961 . positive.vecs-is.-[]

962 second- split-is--[i[1, 2]f]

FI1GURE 8.13: Splits in eigen vector
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weightedhyperclusters.txt (~/filter/summary) - gedit

n_ P{Jpen x mnﬂ g.

4[] weightedhyperclusters.txt % | [ ] stopwordremoved.txt 3 | Jstop.txt 3 | [ ] stemmingoutput.txt 3% P

Z
. iteration......covviiinnnn 1
4

PP o T E-3 o - e A

6 62l Clodals Qﬂoﬂ(m_rge” allsneeldw, mseag, admemysnd @@ ol oo  cAOmOQ LBYPLLIM Dbl
mmoelw, Gaje, O, WI@, @oomdmd’ almy’ | éoeg emage, ameeds, @ldgdlead, emas, awemd @sojd vdas”
@ISR T, DD, DR, CME, WM. . YPANIB TUIMBRYe. HMMI. . af)OEMIedhBe, 148 . dleandlod gemod
Af)0EMedhBe, U], HIMIB Calddhd, EM@YNUIBI, aldBle, 2lBID, OWIMEEEs, 0osmldae] daEeam’ aaldad, adlale)
gomod aadals, eanogel cdene) oleds | dleqs), Ergaslantal alSEmEnEg, M@’ @d], CRIUs, ald)dh, Calddhd:
ailauend oo miless” MmogHod candlQd, ealdd: mlmdes apmmosml@. clods . amdals, aadse. gomnog’ mnme)s
SO, aemescimd sl eme., dlmy’ @pajodsead e aaglamome, aelo e @oaldkse msmm, quosl, allmyd’
afEml@ eedls censo eumy eed admd misiod @@oldEde.  mmmam®m, oy’ @REmIder0Ime
MYMmE, MWEOmIMIST Mimidon, eeaailwpees mue.,  allaomomaaige. @raaciepolmda moame

7
- cluster-2.......ciiiinnnns
9 Myalia)e, MUAW., QUMM @IMHGeNle, alflEngm no1@ogl emod mgl, . dlans, 9QMIGlaRE: @0k,  aIomd

@IS ENUOT. @RNODDM, E:28], MO GERE, alfsldamsa arDe oood  aomd @amaal sli@. mudsm
AISERS, Q@] MBI :)dh, Al0emD, aldlal almmd ead mgdowgouldaads: oM@ EIREGE., Tlamsaldl
dledaldeammoall g Ed, dewods’ eaigildaa

10

B I iteration......ccuviiiivnnn 2
12

13  iiiivennsesssseClUsStEr-1. . iiiieniiinnnans

14 QUOMA EIWBGaNlo, nl lERdn, nOIWIE eIs Mg . AIOMA IVEHGENIOD, @RNOTINM, EHIS|, MW GER
aldajdana,  aomd @l al@e, cruidem, ai5eas’ aloa] M@BEHIN ), a0, alflal allmmed esod)
oo goUldldnd:, oM@ @Sk, rloamsad daEloldeammon] mged deyods eaigldaads,  eome
pood,  olldag eQUUdlad: &tk

FIGURE 8.14: Iterative cluster formation
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8.3 English system

Now we will see the results of English clustering system developed using I[FHG.
The system is being run in google cloud system with 30GB memory with 8 cores.
The data set is wuploaded in Mendeley Data set available as
http : //dz.doi.org/10.17632/k f4rr6zth6.1 The data set is shown in Fig. 8.15
and 8.16. It consists of data belonging to various domain like travel, politics,
medical, gadgets and automobile. Here also the text is first subjected to
preprocessing, stemming using porter stemmer and clustering using spectral
partitioning of weighted hypergraph. Fig. 8.17 is a snapshot of the English input
given in google cloud for clustering. Fig. 8.18 is the word frequency result and
Fig. 8.19 depicts the IFHG formed from the text, Fig. 8.20 shows the
conditional dilation, Fig. 8.21 reveals the erosion and summary and Fig. 8.22
shows the summary of each cluster output. As in the figure there are two
clusters. For each cluster two outputs are seen. First one contains cluster with

stemmed words. In the second, stemmed words are mapped back to original.

This is your published dataset.

Summary

Published: 18 Dec 2017 | Version1 | DOI: 10.17632/kf4rr6zth6.1
Contributor(s): Dhanya M

Description of this data Latest version
Since the research work is for summarizing short text which consists of news related to domains like travel, sports

,gadgets , automobile,politics, health etc.The maximum size of the data included is 10k words . The research is
scalable and can be tried for large data sets also. Published: 2017-12-18

Experiment data files Download 2l Fles (25 Create e version

This will create a draft of Version 2

Version 1 2017-12-18

‘% Datasetl. 3K @ Cite DOI: 10.17632)kfrrézth6.1

This is a small data set with 608 words in the travel domain C|teth\sdataset ------------------------

= Datasc - i i M, Dhanya (2017), “Summary",

ataset?. it :

|E‘_il 0 Cite I Mendeley Data, v1

This data set consists of 1 k words in the travel domain https//dv.doi.org/10.176  Help us improve by sha
A1 your feedback.

ER Dataset3.txt 15KB i \

|E‘_i| O Cit (Cateonries

FIGURE 8.15: English input in mendeley data set
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mendeley.com/datasets/kFdrr6zths)1 @ | Q Search
Ditse2 KB @Cte & | M Dhanya(2017) “Summary,
' Mendeley Data, v1
The text with sentences in travel, politics and sports is having a total of 1832 words , ‘
+ itps fddoi.org/ 1017632 kfdroathe.
Dataset23.td 12K8 @ Cite
Categories
Domain - ravel, automobiles and sports . Total of 2158 words
Politics, Hardware System, Health, Spc
Event, Travel Sector, Automobile Indus
Datsetl 1t K @ Ce &

Mendeley Library

Domain - Travel, gadgets and sports; Total No of words : 4111

Organise your research assets using

, Mendeley Library.
Dataset2 ot 198 @ Cit

A Add to Mendeley Library

[«

Domin -- Travel, gadgets , sports; Total no of words : 3504

Licence

FiGURrE 8.16: English input in mendeley data set

2cluster.txt (~/summary) - gedit

Open ¥ [+

€ Datasetl.kxt x Dataset2.txt x stemmingoutput-english0.txt = docshypergraph.dot = 2cluster.txt x | »

LIVERPOOL: Senegalese forward Sadio Mane's cool second-half finish earned Liverpool a hard-
fought 1-0 victory over Crystal Palace at Anfield on Saturday.

Missing Adam Lallana, Nathaniel Clyne and Philippe Coutinho through injury, Liverpool had
precious little to really cheer until Mane struck to defeat a determined Palace side.

His 73rd-minute goal secured Liverpool's first win of the campaign after Jurgen Klopp's side
drew 3-3 at Watford in their opening fixture.

Once again, the pre-match build-up for Liverpool had focused on the future of Coutinho in light
of Barcelona's repeated efforts to lure him to Camp Nou.

Liverpool have rejected three attempts to sign the 25-year-old Brazilian, who signed a five-year
contract in January, and the club's owners remain adamant he will not leave Merseyside any time
soon.

Liverpool were sharper than the opposition after the interval, but Klopps side still toiled to
break down their stubborn visitors, Sturridge seeing one long-range attempt well saved by
Hennessey.

Others should have scored after 55 minutes as Patrick Van Aanholt did superbly to dart down the
wing and into the box.

But after laying the ball back perfectly for Christian Benteke, he saw the former Liverpool
striker blaze over the bar from less than eight yards out.

Star signing Mohamed Salah had started on the bench for Liverpool, but he joined the fray after
an hour.

A foray into the box by Mane resulted in a chance for Georginio Wijnaldum, but he fluffed a shot
from eight yards out, much to the Kop's audible frustration.

From natural wonders like lakes and bird sanctuaries, to manmade marvels like museums and theme
parks, the places to visit in Gurgaon will fill you up with fascinating experiences.

Adore the distinguished collections of tribal art at the Museum of Folk and Tribal Art and
admire the stories of love and valour as preserved at the Uruvasti Museum of Folklore, while
you're here.

You can also spend an entire day with your family at the Kingdom of Dreams, indulging in various
activities like right from watching live performances and walking around Culture Gully, gorging
on delectable foods from various regions of India.

Nature lovers and photographers will thoroughly enjoy the Sultanpur Bird Sanctuary, while a boat
ride at Damdama Lake during sundown will come as a welcome change.

Plain Text + Tabwidth:8 = Ln1,Col1 - INS

FIGURE 8.17: Multi-cluster input in English
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filcer-english-multicluster.py 3 | | | weightedhypergraph-english.dot 3%

1 .positive.vecs.is..[]

2 second.split.is..[[1,-2,-3,-4,-5,-6,-7,-8,-9,-18,-11,-12,-13,-14,-15,-16],-[17,- 18,
[31, 32,-33,.1,.34,.35,.36,-37,.38,-39,.40,.41], .[42, .43, .1,-44,.45,.23,.46,.47, .48
63,.18,.64,.65,.66],-[1,.67,-68,.69,.36,.70,.71,.72,.73,-74,.75,.54,.76,-77],-[78, -
93,.94,.95,.96,-97],-[98,-55,-99,.10@,-101,.102,-1,-103,-104,-105],-[106,-86, -5, - 10

3 .positive.vecs: is-.[]

4 second-split-is..[[116]]

5gurgaon-:-6

6 museum- : .5

7 admir.:.2

8 bird.:-2

9 collect.:.2

10 dream. : -2

11 food. :-2

12 india.:. 2

13 kingdom.:.2
14 lake.:.2

15 mall-:-2

16 natur-:.-2

17 park.:-2

18 region.:.2
19 restaur.:.2
20 sanctuari.:-2
21 shop-:-2

22 tribal.:.2
23 wit.:.2

24 wonder-:.2
25 activ-::1

26 ador-:-1

27 alley.:.1

28 alongsid. :-1
29 array-:-1
30art.:.1

31 automobil.:.1
32 averag-:-1
33 bluo-:-1

FIGURE 8.18: Term frequency of input English text
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weightedhypergraph-english.dot (~ffilter/summary) - gedit

n_ P open v [ save g.

filter-english-multicluster.py ¥ | | weightedhypergraph-english.dot ¥

1766 127 [hyper_node_type=hypernode];
1767 128 [hyper_node_type=hypernode];
1768 129. [hyper_node_type=hypernode];
1769 130 [hyper_node_type=hypernode];
1770 131 [hyper_node_type=hypernode];
1771 132 [hyper_node_type=hypernode];
1772 133 . [hyper_node_type=hypernode];
1773 1. [hyper_node_type=hyperedge];
1774 1.->.1;

17751:->.2
1776 1. ->.3
1777 1. ->.4
1778 1. ->.5;
1779 1.->.6
1780 1. ->.7
1781 1.->.8
1782 1:->:9;

1783 1. ->.10;

1784 1. ->-11;

1785 1. ->.12;

1786 1. ->.13;

1787 1. -=-14;

1788 1. -=.15;

1789 1. ->.16;

1790 2. [hyper_node_type=hyperedge];
1791 2. ->.17;

1792 2. ->.18;

1793 2. ->.19;

1794 2. ->.20;

1795 2. ->.21;

1796 2. -=.22;

1797 2. -=.23;

1798 2. -=.24;

1799 2. -=.25;

1800 2. ->.2;

1801 2. ->.26;

F1cURrE 8.19: IFHG of input English text
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weightedhypergraph-english.dot (~/filter/summary) - gedit

E Popen + B save |g|

|_] weightedhypergraph-english.dot 3% filcer-english-multicluster.py %

2176 6. ->- 86;
2177 6. ->.87;
2178 6. ->.88; '
2179 6. ->.89;
2180 6. ->.90;
2181 6. ->-30;
2182 }

2183 b

2185 -
2186 digraph- hypergraph: { |
2187 2. [hyper_node_type=hypernode]; |
2188 5. [hyper_node_type=hypernode];

2189 6. [hyper_node_type=hypernode];

2190 8. [hyper_node_type=hypernode];

2191 13. [hyper_node_type=hypernode];
2192 17. [hyper_node_type=hypernode];
2193 18 . [hyper_node_type=hypernode];
2194 19. [hyper_node_type=hypernode];
2195 20. [hyper_node_type=hypernode];
2196 21. [hyper_node_type=hypernode];
2197 22 . [hyper_node_type=hypernode];
2198 23. [hyper_node_type=hypernode];
2199 24. [hyper_node_type=hypernode];
2200 25. [hyper_node_type=hypernode];
2201 26 [hyper_node_type=hypernode];
2202 27 [hyper_node_type=hypernode];
2203 28. [hyper_node_type=hypernode];
2204 29. [hyper_node_type=hypernode];
2205 30. [hyper_node_type=hypernode];
2206 42 [hyper_node_type=hypernode];
2207 46 [hyper_node_type=hypernode];
2208 55. [hyper_node_type=hypernode];

i b

Anan re NThoiomne oaada

[P P T

FIGURE 8.20: Conditional dilation of X
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weightedhypergraph-english.dot (~/fFilterfsummary) - gedit

BB oen ~ Bsae 5

|| weightedhypergraph-english.dot # filter-english-multicluster.py %

2F12 == === === ==zmsmzz=r==sz==z=z=== ErOSlON=============ms======s=s==s==s==========x

2713 subx- complement . edges-

2714 [1,.3,-4,.7,.8,.9]

2715 subh- complement . edges

2716 [1,.2,.3,-4,.5,.6,.7,:8,.9]

2717 [1,-3,-4,-7,-8,-9]

2718 summary-edges.[2,.5, 6]

2719 --------------- summary-of - the.-cluster------------------

2720

2721

2722 .soar-skyscrap- lumin-shop -mall.metro- rout-alongsid.concret wonder.trip.gurgaon wit
upbeat.urban.india- . india” . largest:.alley.bluo:icesk.1iskat:admir.comprehens.collect
vintag-automobil heritag. transport.museum.wit.music.saga.kingdom.dream.unwind. drink
cyber.hub—there’.dearth. thing-qurgaon. .. spend.day.famili.kingdom.dream. indulg: activ
watch. live. perform.-walk. cultur.gulli.gorg-delect.food.region.-india..

2725 I

2726 Soaring-skyscrapers,  luminous.shopping-malls.and.a metro.route.of.its.own.alongside
the.concrete .wonders.a.trip.to:.Gurgaon-is.a-must.for.those.who.-want. to.-witness.the
upbeat, -urban.India.. |

2727 Go- to-India’s.largest-alley: -Bluo, -go-ice-skating: at. iSkate, . admire. the.comprehensive . |
collection-of . vintage.automobiles.at.Heritage: Transport:Museum, -witness.the musical |
sagas-at.Kingdom.of.Dreams,.or. just.unwind. over.a.few.drinks.at.Cyber.Hub—there’s.no
dearth.of. things to.do-in:Gurgaon. .

2728 You-can-also-spend.an-entire.day-with.your.family.at. the.Kingdom.of.Dreams, - indulging
in.various-activities.like.right.from.watching. live.performances.and -walking.around
Culture.Gully, -gorging.-on.delectable. foods. from.various. regions.of.India..liverpool.:

FIGURE 8.21: Erosion of X to generate summary
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summary-english.txt (~/summary) - gedit

Open ¥ [+

-------------------------- summary of the cluster--------oommmmmmmmm e
soar skyscrap lumin shop mall metro rout alongsid concret wonder trip gurgaon wit
upbeat urban india . india’ largest alley bluo icesk iskat admir comprehens collect
vintag automobil heritag transport museum wit music saga kingdom dream unwind drink
cyber hub-there’ dearth thing gurgaon . spend day famili kingdom dream indulg activ
watch live perform walk cultur gulli gorg delect food region india .

Soaring skyscrapers, luminous shopping malls and a metro route of its own alongside the
concrete wonders a trip to Gurgaon is a must for those who want to witness the upbeat,
urban India .

Go to India’s largest alley: Bluo, go ice-skating at iSkate, admire the comprehensive
collection of vintage automobiles at Heritage Transport Museum, witness the musical
sagas at Kingdom of Dreams, or just unwind over a few drinks at Cyber Hub-there’s no
dearth of things to do in Gurgaon .

You can also spend an entire day with your family at the Kingdom of Dreams, indulging in
various activities like right from watching live performances and walking around Culture
Gully, gorging on delectable foods from various regions of India .

—————————————————————————— summary of the cluster--------------------co

miss adam lallana nathaniel clyne philipp coutinho injuri liverpool preciou cheer mane
struck defeat determin palac side . 73rdminut goal secur liverpool campaign jurgen klopp
drew 33 watford open fixture . liverpool sharper opposit interv klopp toil break
stubborn visitor sturridg longrang attempt save hennessey .

—————————————————————————— original summary of the cluster-----------------------------.

Missing Adam Lallana, Nathaniel Clyne and Philippe Coutinho through injury, Liverpool
had precious little to really cheer until Mane struck to defeat a determined Palace
side .

His 73rd-minute goal secured Liverpool's first win of the campaign after Jurgen Klopp's
side drew 3-3 at Watford in their opening fixture .

Liverpool were sharper than the opposition after the interval, but Klopps side still
toiled to break down their stubborn visitors, Sturridge seeing one long-range attempt
well saved by Hennessey .

Plain Text * Tab Width: 8 ~ Ln11,Col318 ~ NS

FIGURE 8.22: Multi-cluster output in English
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8.4 Multi-document IFHG

IFHG modeling is also applied to multiple documents where documents are
modeled as hyperedges and keywords as nodes. In multi-document IFHG
documents form the hyperedges and keywords form the nodes. In the previous
modeling sentences were the hyperedges and words were the nodes. Let us see
some outputs obtained when this multiple document IFHG is run in google cloud
platform. Fig. 8.23 and Fig. 8.24 are two input documents given for summary
generation. Fig. 8.25 is the multi-document IFHG and 8.26 gives the sub-IFHG
formed. The morphological operations applied on this IFHG is given in Fig.
8.27, the final summary result id shown in Fig. 8.28.

Dataset1.txt (~/summary) - gedit

Oopen ¥ 5

iven the sheer volume of tourists pouring into the city on a daily basis, it is safe to
say that there are numerous hotels in the city of Agra to accommodate all.

Aimed at a wide range of travellers-business, leisure, couples, and families, the city
is brimming with a number of accommodation options to match the growing demand.

From stunning five-star hotels providing the utmost luxury, to more modest quarters, you
will not have a hard time finding the one that suits your travel needs.

it is always better to pre-book your hotel rooms, especially during the peak season, to
ensure that your visit is complemented by a perfect stay.

Thanks to the popularity of the Taj Mahal among Indian and international tourists, Agra
is always attracting tourists, and this has made way for hotels in all categories.

You have luxury, mid-range, budget, and even boutique hotels in Agra.

From old-school establishments to regal dining spaces, restaurants in Agra are no
stranger to the various gastronomic delights.

Backed by the magical lure of Taj Mahal, Agra’s love for good food is evident in its
bustling dining scene.

As you walk around the city, sampling lip-smacking street food and decadent Indian
sweets, you realise why Agra, still, is a city fit for royals.

Here in Agra you can get a wide range of food, both vegetarian and non-vegetarian.
Needless to mention, food here caters to international tourists as well, and hence you
can find continental cuisine.

There are local restaurants and eateries that are popular among the locals, which are
equally alluring for any traveller coming to explore the city.'

Then again there are some splendid luxury properties where you have some great fine
dining options as well, from ones that are al fresco, facing the magnificent Taj, to the
ones that are more intimate and private.

A walk through histery, is the mystical abode of all things past.

Though magnificence of the Taj Mahal attracts tourists to Agra from all over the world,
this city is also peppered with forts, tombs and mausoleums that make for an attractive
itinerary.

Nicknamed Baby Taj, the tomb of Itimad-ud-Daulah is worth a visit.

A visit to the ruined city of Fatehpur Sikri, Agra Fort, and Akbar’s Tomb also deserve a
place in your itinerary.

Fatehpur sikri built by Emperor Akbar requires you to keep aside a day for visit.

The Agra Fort should be explored for its antiquity and display of architectural finesse.
A city of dualities, Agra has also been quietly under901ng a metamorphosis of its own as

TN F T T r\A'!ﬂ'\l\,\llrl\J\l\"r mra mesamedna o thesoakea + G4, Tanatrh =amd heasd+h

FI1GURE 8.23: English inputl for multi-document IFHG



Text Summarization Using IFHG 173

Dataset2.txt (~/summary) - gedit

Open ¥ [+

Dataset1.txt X Dataset2.bxt b

From a dusty, little-visited suburb of Delhi, Gurgaon is today the National Capital
Region’s glitziest outpost.

With a skyline that evokes comparisons with Hong Kong and Singapore, Gurgaon’s funky
high-rises, malls and entertainment complexes have become the preferred hubs for
technology companies and young professionals.

Not surprisingly the city has a thriving clubbing and party scene.

India's leading IT hub and commercial centre, Gurgaon has undergone a dramatic
transformation in the recent years and is now packed with glitzy malls, exciting
cultural venues, plush restaurants and intriguing museums.

Take a tour of India's vintage automobiles at the Heritage| Transport Museum, feast on
Parsi fare at Soda Bottle Openerwala or indulge in some retail therapy at the sprawling
malls—there's a lot to do Gurgaon during a one-day trip.

Here's your guide to making the most of your 24-hours in Delhi's southern neighbour .

In the past few years, the number of hotels has gone up rapidly.

Having come a long way from being just another commercial hub, Gurgaon—often termed as a
quick escape from the bustling capital, Delhi-is now dotted with numerous entertainment
hubs, cultural venues, shopping malls, and hotels.

Whether you’re on a business trip or on a laidback vacation, there is accommodation for
all kinds of travellers.

From natural wonders like lakes and bird sanctuaries, to manmade marvels like museums
and theme parks, the places to visit in Gurgaon will fill you up with fascinating
experiences.

Adore the distinguished collections of tribal art at the Museum of Folk and Tribal Art
and admire the stories of love and valour as preserved at the Uruvasti Museum of
Folklore, while you're here.

You can also spend an entire day with your family at the Kingdom of Dreams, indulging in
various activities like right from watching live performances and walking around Culture
Gully, gorging on delectable foods from various regions of India.

Nature lovers and photographers will thoroughly enjoy the Sultanpur Bird Sanctuary,
while a boat ride at Damdama Lake during sundown will come as a welcome change.

Soaring skyscrapers, luminous shopping malls and a metro route of its own alongside the
concrete wonders—a trip to Gurgaon is a must for those who want to witness the upbeat,
urban India.

Go bowling at India’s largest bowling alley: Bluo, go ice-skating at iSkate, admire the

Plain Text ¥ Tab width: 8 ~ Ln 5, Col 59 * NS

FIGURE 8.24: English input2 for multi-document IFHG
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|37, 38]

edgeno is 37 edge attributes [[0.9, 0.1]]
edgeno is 38 edge attributes [[0.9, 0.1]]
------------------- creating intuitionistic fuzzy hypergraph--------vevevermmnaaaans
digraph hypergraph {

496 [hyper node_type=hypernode];

3 [hyper node_type=hypernode];

36 [hyper node type=hypernode];

422 [hyper_node_type=hypernode];

9 [hyper node_type=hypernode];

10 [hyper node type=hypernode];

13 [hyper_node_type=hypernode];

144 [hyper node_type=hypernode];

52 [hyper node type=hypernode];

221 [hyper node_type=hypernode];

351 [hyper_node_type=hypernode];

37 [hyper node_type=hyperedge];

7 -> 3;

37 - 9;

37 -> 10;

37 -> 13;

37 -> 36;

37 -» 52;

37 -> 144;

38 [hyper node type=hyperedge];

38 -» 221

38 -> 10;

38 ->9;

38 -» 351

38 -> 13;

38 -> 422;

38 -» 496,

38 -> 36;

}

GraphvizDot ¥  Tab Width:8 ~ Ln185Col63 ~* INS

FIGURE 8.25: Multi-document IFHG formed from the input
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docshypergraph.dot (~/summary) - gedit

Open ¥ [+

ifhg-filter-multidoc-new2.py *  Datasetl.txt *  Dataset2.txt *x  stemmingoutput-english0.txt » | docshypergraph.dot =

creating sub hypergraph X of intuitionistic fuzzy hypergraph

edgno 1s 37

edge weight is [0.9, 0.1]

edgno 1s 38

edge weight is [0.9, 0.1]
deleting non priority nodes and medium priority nodes from h1 144
deleting non priority nodes and medium priority nodes from hi 422
deleting non priority nodes and medium priority nodes from hi 10
deleting non priority nodes and medium priority nodes from hi 13
deleting non priority nodes and medium priority nodes from hi 496
deleting non priority nodes and medium priority nodes from h1 221

digraph hypergraph {

3 [hyper_node type=hypernode];

36 [hyper_node_type=hypernode];

9 [hyper_node_type=hypernode];

52 [hyper_node_type=hypernode];

351 [hyper_node_ type=hypernode];

37 [hyper_node type=hyperedge];

37 - 3;

37 -= 9;

37 -» 36;

37 -= 52;

38 [hyper_node type=hyperedge];

38 -> 9;

38 -> 351;

38 -= 36;

edges which contains X7n
[37]

edges which contains X*n
[37, 38]

edges which contains X*n
[37, 38]

FIGURE 8.26: Sub-IFHG formed
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docshypergraph.dot (~/summary) - gedit

Open ¥ [+

{  Dataset1.txt x Dataset2.txt = stemmingoutput-english0.txt docshypergraph.dot x |»

goodedges [[37], [37, 381, [37, 38], [37], [38]]
——————————————————— delta”e(X n)----=--r-ceerrmmmeneaann
docs after dilation [37, 38]
——————————————————— e~n(deltare(X*n))----------=--vcvn--
complement edges []
keywords after closing filter [3, 9, 10, 13, 36, 52, 144, 221, 351, 422, 496]
——————————————————— deltarn(Xre)---==--=-emrrmmmmnnenannn

dilated nodes are [[3, 9, 36, 52], [9, 351, 36]]
keywords after dilation [3, 9, 36, 52, 9, 351, 36]
------------------- ere(deltarn(Xre))------------"nmnm--
documents after closing filter None
------------------- erosion e(X n) . e iennnennnns
.docs after erosion None
dilated nodes are [[3, 9, 36, 52], [9, 351, 36]]
------------------- delta*n(erosion e(X*n))-------------------
keywords after opening filter [3, 9, 36, 52, 9, 351, 36]
------------------- BrOSON MK ) e it e it i i innnsnaanas
complement edges []
keywords after erosion [3, 9, 10, 13, 36, 52, 144, 221, 351, 422, 496]
------------------- deltare(eroson®n(Xre))-----------cmmmemn-n--
edges which contains X#n
[37]
edges which contains X#n
[37, 38]
edges which contains X*n
[37, 38]
edges which contains X*n
[37, 38]
edges which contains X#n
[37, 38]
edges which contains X#n
[37]
edges which contains X#n

Graphviz Dot ¥ Tab Width:8 = Ln160,Col25 INS

FIGURE 8.27: Morphological operations on IFHG
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docshypergraph.dot (~/summary) - gedit

Open ¥ [

ifhg-filter-multidoc-new2.py x  Datasetl.txt x Dataset2.txt x stemmingoutput-english0.txt x | docshypergraph.dot =

ciieiiiisssassisaiasesaa summary of documents ..o

['Given the sheer volume of tourists pouring into the city on a daily basis, it is safe to say
that there are numerous hotels in the city of Agra to accommodate all', 'Aimed at a wide range
of travellers\xe2\x80\x94business, leisure, couples, and families, the city is brimming with a
number of accommodation options to match the growing demand', 'From stunning five-star hotels
providing the utmost luxury, to more modest quarters, you will not have a hard time finding the
one that suits your travel needs', 'Thanks to the popularity of the Taj Mahal among Indian and
international tourists, Agra is always attracting tourists, and this has made way for hotels in
all categories', 'Needless to mention, food here caters to international tourists as well, and
hence you can find continental cuisine', 'There are local restaurants and eateries that are
popular among the locals, which are equally alluring for any traveller coming to explore the
city', 'Though magnificence of the Taj Mahal attracts tourists to Agra from all over the world,
this city is also peppered with forts, tombs and mausoleums that make for an attractive
itinerary', 'Besides the Taj Mahal, tourists also flock to the Mehtab Bagh, which is neatly
aligned with the Taj, for an enchanting view of the iconic monument on full moon nights',
'Besides attracting tourists due to the Taj Mahal, Agra is also known for many other things, and
shopping is definitely one of them', 'Agra shops are mostly selling local handicrafts and items
that are pleasing to the sense and sensibilities of travellers', 'Having come a long way from
being just another commercial hub, Gurgaon\xe2\x88\x94often termed as a quick escape from the
bustling capital, Delhi\xe2\x808\x941s now dotted with numerous entertainment hubs, cultural
venues, shopping malls, and hotels', 'Whether you\xe2\x88\x99re on a business trip or on a
laidback vacation, there is accommodation for all kinds of travellers', 'In the past few years,
the quality and quantity of restaurants in Gurgaon has gone from average to excellent, and
diners from all over the National Capital Region are happy to undertake the long drive just to
sample the delicious fare being churned out at a rapid pace', 'After work out and back
treatments for gentlemen take care of aches and pains of daily/ travel fatigue for men']

original number of words 573

original number of lines 43

-+ttt ettt PP PP ] of 1ines in Summary 14
CraphvizDot * TabWwidth:8 = Ln160,Col25 ~* INS

FIGURE 8.28: Multi-document summary from IFHG filter

8.5 Advantages of IFHG modeling and summary

1. Hypergraph structure of the text is more meaningful when compared to the

normal graph structure of text.

2. Hypergraph actually shows, how the entire text is structured and how the

sentences are related to each other.
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3. The membership and non-membership values given to the nodes and
hyperedges show the wantedness and unwantedness of the words and

sentences.

4. Multi-document IFHG created is having only less number of nodes. This

reduces the space required for storing the data structure.

5. Priority levels are not limited to high, medium and low. Different levels of
priorities like very high, high, medium high, low, very low can be set with
the help of the membership and non-membership degrees of the words as

well as the documents.

6. Increasing the threshold of (¢, 5) cut results in a very short summary, where

by reducing it results in a lengthy summary.

7. Range oriented (v, 8) cuts like valuel < o < value2 are also possible which

results in different sets of summaries.

8. Union/intersection of filters result in union/intersection of keywords. Since
filters w.r.to hyperedges result in selection of good documents, they combined
with node filters result in summary. Union /intersection of summaries are

also possible.

8.6 Disadvantages of the system

1. Since word sense disambiguation is not implemented, the system expects

unambiguous text as input.

2. If the input is ambiguous, it may affect the performance of the clustering

phase.

3. Since all words except stop words are subjected to lemmatization, the

performance depends on lemmatizer also.

4. Lemmatizer makes the system language depended, even though the rest of
the modules does not depend on the language. If the system need to be

extended to other languages, a stemmer in their own language is required.
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8.7 Conclusion

This is a premier work which models text as IFHG with words modeled as nodes
and sentences modeled as hyperedges. This is a novel work which applies
morphological filtering on IFHG. This is a premier work which creates document
summary using morphological filter. This is also the first work which models
multiple documents as [FHG where nodes are the keywords and hyperedges are
the documents. Better results are obtained when compared with other online
summary systems. The summary generated by these two systems have shown
more similarity with human summaries. Further extensions of the work are
possible with other graph operations on IFHG. System is yet to explore the
application of many hypergraph operations like graph join, cartesian product
etc., on text IFHG. This IFHG modeling can be extended to other areas like

image processing, networking etc.

8.8 Future enhancement

This IFHG modelling can be extended to modeling of crimes in various police
stations across Kerala and developing a Criminal Policing System, which
provides alerts based on crime history. The work in this direction has already
been started as a project funded by Kerala Technical University - Centre for
Research and Development(KTU-CERD). The project aims in developing a
fuzzy based crime/theft alert system for criminal policing system. The goals of

the project are the following:
e Predict probability of crime by combining information from multiple police
stations.
e Give alerts to public and authorities.
e Create a website which can be used by both police and public.
e Create a mobile app for both police and public which is connected to Google

map.

This project models an intuitionistic fuzzy hypergraph by considering the crime

categories, individual crimes and the criminals involved in each crime.
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As specific examples of wide applicability of IFHG models, we have already

mentioned medical report processing and social network analysis in chapter 4.



Appendix A

Malayalam Lemmatizer

The Malayalam Lemmatizer developed using php-myadmin uses nearly 1135

suffix replacement rules. The lemmatizer is developed in two methods:

e Dictionary Based method

e Tree based method

The suffix replacement rules are sorted alphabetically in the order of suffix. They

are shown in the following figures.

181



Text Summarization Using IFHG

182

Suffix Rep]acemellt Suffix Rﬁp]acement

+ o0 (karundu) toa  tlkuka)  oosomes (kkaduththulla) NULL

+ im0 (varum) tad  Hvar) #9950 (kkappeduniu) o9e  (kkuka)
HB@o (kandathum) agema,  (kanuka) 9930 (kkalum) NULL

SO0 (kathu) o (kam) #9go0615 (kkalumellam) NULL

000 (kathe) o (kam) 890005 (kkakatte) o (k)
aaomos” (katheklu) a0 (kam) ~ @oosmEEOY (kkanullathu) o (kku)
aeomy (katheykku) o (kam) #Me (kkanum) aad  (kkuka)
Ao (kath) o (kam) 9900 (kkan) oo (kkuka)
Ao’ (kannathu) YIRS (kaluka) L] ) (Kkayi) NULL

200 (kante) a®  (kan) AR0TE (Kkayundu) NULL

g (kalanu) @ (qanu) 2900 (kkay) NULL
agloenmoam’ (kalilonnanu) NULL #9100 (kkfﬂum) 9 (kku)
agleeioniam” (kalilekkanu) NULL aalam (kk{ne) (k)
oglerion’ (kalileku) NULL aalepon@sadmges (Killathathukondulla) NULL
aglecige) (kalilottalla) NULL ARV (Kkundayirunna) (k)
agleensepommssmmosn” (kalilottallathathanennanu) NULL aaaeo0lmmmwl - (kkundayimmnathayi) " (kku)
agleenseOM®E (kalilottallathathanu) NULL asm (kkunna) @& (kkuka)
aglecnggpmmo’ (kalilottallathathu) NULL asmoms (Kmnund) 25 (kiuka)
a3 (kalil) NULL AFICWI]a] (kKkupayogichu) )
ago (kalum) NULL @000 (Haumayi) )
S (kalund) NULL eagmessilecy (kkumundzkille NULL
S@O0epo (kalumellam) NULL oagmeowIma  (kkumundayirunn) @ ()
Al ] (kﬂle) NULL BB (kkll[]]uua) a9 (kkll)
&0 (kﬂl) NULL Liaii] (kku[[a) null
SR (kalkkadiyil) NULL €999 (kko) e (k)
aulaag] (kalkkalla) NULL 89095 (kode) o (k)
adanlswlad (kalkkidayil) NULL €GO (kkolam) e (kku)
iono (kalkieum) NULL somey  (kshathekku) oo (ksham)
SAeaee! (kalpole) NULL aUeOmY” (kshatheyklku) @io (ksham)
anysasle) (kavungilla) oo (kavungu) /0D (Ideathu) 8o (kham)
SIDDG (kakate) & (ku) SR (ikathe) o (kham)
EREIERE (kattiloode) 08 (kadu) 2O (Kkathu) % (kham)
#oglecienoam” (kattilekkamu) @08 (kady) ~ ©OPIOD (gathine) 9 (qum)
@ogleclas” attilekku) & (du) o (gathu) o (cum)
440 iy a5 ) (gath) 7 (qum)
ol (kayi) o (k) 3aS (gakate) T ()
0000 (karaya) i (kar) wlave (ginum) w (gu)
0me" (karundu) ndh (kuka) ulaslanon (gilekkayi) ol (eu)
almo (kmum) o (ku) eelanrolmom (gilekkayhunnu} m: (gu )
Ao (kinte) & (ku) wnoan’ (gumanu) U?“ (gu]
N (kippoyi) dhelh (kuka) GUN8o (golam) mu (st
#eyos (kiloode) a (ku) Roanag (gakatte) 9 (gEu)
&gl (kile) @ Wravlw akkiva q -

. ; . (k) . (galddya) w0
Necignoam (kilekkanu) o (ku) goamo) (zanithu) 4 (e
alecioniwl (kilekkayi) &’ (k) @ (gaya) ?S_ (g&u)
dlecianiman (kilelkayirunnu) iy (ku) (o (gayi) ?3“ (g&u)
leelas” (kilekla) N (k) imsomes (ginum) LQ“ (g&u)
aleeig” (kileykku) Py (ku) @lmo (gine) fQu (g&u)
almd (kil) ' () glam @inte) \-3“ (g&u )
anlmdmlamaem” (kilninnanu) @ (lan Wna (giloo de) ) (g&u )

A 1mMMD;RIME (kilninnukondu) d’ (ku) yleas (gﬂe) q (g&u )
dlmmlon” (Kilninm) dh’ (lan) Ylaes ) Lﬁﬂekkanu) a (g&u )
&g (Killa) hdh (kuka) fleeigmram (gilekkayirumu) g (g&u )
o (kum) a (ku) @leeionuimm (ailekk) o (g&u )
dHBIEN” (kumanu) dh’ (k) yeeias” @ileykku) g =

dmn] (k'llmﬂyl} N (k) Uﬂ@ﬁl%" (gll] ;_Q“ (ggll)
amommm (kumayirunnu) o {kukea) gl i g (ggu)
HB8 (kulla) & (k) ladaamaany (gl]mlmanu) g (ggu)
@l (koodi) 2o () (flaiaamaany (gl]nmnanu) g (ggu)
EdhS@o (kettathum) tavieas (kelkuka)  giammeaome (g!Jﬂ!Imukondu) g (ggw)
CEdhgEafdgo (kettappozhum} eduiaadm (kﬂkllkﬂ) LQ"Imﬁm'Irm" (‘_EIJI].II].I]U) a (ggll)
[Ny (kodu) & (ku) ey (gilla) g (gav)

FIGURE A.1: Suffix Replacement rules starting with 'ka’/’ga’
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Suffix Replacement Suffix | Replacement
o (ggum) ¢ (gew |0l (ZNMTAN @5 (ngngu)
gemzoniman (ggundayirunnu) g (geu) sy (ngilla) @5 (ngngu)
goosn (2guman) ¢ (=) m;g;g}llrg%n ngundayirunna = (aaw)
ayp (220) g (e izmmmﬂmm énﬁdayimrmug @ (ngngy)
s (ggodu) @ Eggug saamanE’ (nzmmﬁndu)y = Englgluli )
€@ogo (ggolam) ¢ legu samow] (nglmlayi) e (nghguka
amm:ms@(khggﬂl(ltclhﬂ;tll)thmmuththulla) ﬂzo %ﬁg mma@1£tn(c:lm m%%ﬂu;l&;lyhmmu) E‘ﬂ, Eﬁiiﬂ(ﬂ)
AL 1M al e “glo GIYAIGT £ g oo
scspom (khaththe) selo (khum) |esmos’ (ngodu) @8 (ngngu)
wenaos (Khakatte) e (du)  [osmgs (ngolam) = e
agpamle” (Khanithu) sel  (khu) a9 (chaththe) 6oB ngngu
aco (khaya) ool (khm)  |aiow” (chaththu) alo Eclﬁmllll) )
ceflmo (khinum) el (khu)  |afle@o (chilathum) 2 (chcham
oefloaj (khinte) nef  (khu) aymoni (chumayi) aflei” (chilathu)
cefeetonw] (khilekkayi) el (khu) aygmeoelman (chumundayirunmu) al (chchu)
sefleeiommimar (khilekkayirunmu) “el (khu) |a@@ (chchathu) s (chchu)
aeNas (khil) ool (khu) atpom (chaththe) afo (chchum)
seflgdmlanosm” (khilninnanu) el (khu) appaeg (chchakatte) o (chchu)
sefldmlmeaae” (khilninnukondu) el (khu) appaml@” (chchanithu) af (chehu)
sefalan (khilninnu) “ef (khu)  |2Pw" (chchayi) 3 (chchu)
agmoam” (kKhumanu) el (khu) afslage: 1@ (chittillengil) af (chchu)
agjes (Khulla) el (khu) af1go (chchittum) @3 (kkuka)
eens” (khodu) ool (khu) aflmsgmes (chchinaduththulla) 933 (kkuka)
@805 (ngakatte) @ (ngu) aflmo (chehinum) af (chchu)
@108 (ngil) " (ngw) afloaj (chinte) Al (chchu)
@ea (ngulla) o (ngu) afigges (chehilude) af (chchu)
§ma06m” (ngumant) @ (ngngu) |99 (chchile) af (chehu)
gl (ngalla) @ (ngngu) |leeienoan’ (chchilekkanu) af (chehu)
smgleyes (ngaliloode) o (u;l.l)b afleeionon (chehilekkayi) of (chchu)
smglacnmosm” (ngalilonnanu) S (um) aflecisponlman (chehilekkayirunnu) of (chehu)
smgleelos (ngalilekku) so  (um aflecias” (chehilekku) 2 chehu
smgleens) (ngalilottall)) %0 Eumg aad (chil) af Echchu%
ABEICEISENaMMINEMMIET S0 (um) aflogieias (chillengil) of (chehu)
(ngalilottallaththathanennanu) s (um) 2 (chehu) 95 (uka)
smglecnggpomme co (um) |3 (chchum) $o  (ykkuka)
(ngalilottallaththathanu) paariolan (chehukondirikkuka) Y
FBRgIeLNSEROmO” > gum; :aﬁam"lmmmmuﬁ J j&m E}cdlzlciu;
lilottallaththath - (um o a
e oy s (um) |(chehkondinkkumbol o50  (kiika)
smgo (ng&ﬁum) “o (um) ”‘!mj@dﬂm@mu&ﬂl . of (chu)
smgane’” (ngalundu) S (um) (chundayirunnathayi) .
P — oo ajnicwaulaf (chehupayogichehu) sl (chchu)
8 (ngalumanu) (um) aymoam” (chchumanu) af (chchu)
gggﬁ( n(;lﬁgl)ulla) o Eﬁg :ggzz@h"lrc;an (c:llc)humundayilmma) :j: (clﬁclﬁu)
g chehumulla chehu
$9B0®50 (ngalodum) co (um) eajo (chcho) af gchchug
GIBEBEIBo (ngalolam) 1o (um) @afrs” (Cl’lCl’lOdll) af (chchu)
maigﬂli&k@uﬁﬁandgsl.(ﬂ.aqms‘;amf'iﬁ <o Eﬁg @ajogo (chcholam) of (chehu)
(ngalokkeyundakarundengil) o (o) @O (jaththe) o0 (jum)
s (ngal) o M| smem* (nganga) — )
mdaog (ngalklalla) - (um) smemmad (ngangal) smsamed (njangal)
mﬁm}gmﬂmﬂ (ngalkkidayil) 2o (m) somoeg) (ngathalle) W (yuka)
gmﬁgg (ngaatkutt) it 8:{!1:1)) @I (ngathinu) ws  (yuka)
J (ngakatte) ' (agu) so® (ngathu) wa  (yuka)
ot Eﬁiﬁgﬂ - e aomslaginis (ngitilengil) @o.  (yuka)
aolegmIes (ngiyillengil) — Eﬁiﬁia) so1oR (nenginte) oo (njnju)
aoal (ngile) s (ag) sowloc (ngngile) T (njnju)
afeeienosm (ngilekkanu) i (n&u) soolagmlas (ngngillengil) WS (yuka)
sleaionl (ngilekkayi) o g 57 (ngngw) @'ﬂ), (yuka)
. » (neilekkavi @ (bgu) | amo (ngngum) 0 (i)
slacia9@ma (ngilekkayirunnu) @ (ngu) SO 0ME] U] B3
e (ngl) @ (ngu) | (ngngukondirikkuka) W (yuka)
ssl@mlmaam” (ngilninnanu) @ (ngu) SOMOHIME G SBEMIICD W
slsalmoaose’ (neininnukondy) | gy (new) | ngngukondirikkumbol) (yuka)

F1cUrRE A.2: Suffix Replacement rules starting with ’ga’-'njnja’
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Suffix Replacement Suffix Replacement
smmea o1 (njnjupoyi) Qe (yuka) egos’ (ttodu) s (th)
smmyan (ninjumayi) soo (njnju) awssmie”  (danithu) o (ddu)
asmms (Dj0jo) s (njnju) smaln”  (nathinu) ga (zhuka)
eammos” (ninjodu) s (njnju) aney (nalla) s (1)
som (daththu) So (dum) smomi (nayi) snd (1)
seom (daththe) So (dum) smego  (nukalum) 3 (1)
seomaes” (daththekku) se  (dum) smangoow] (nukalumayi) sd ()
seomy” (daththeykku) So (dum) MBS (nukale? e (1)
som” (daththu) so (dum) smeaton]  (nupoyi) ¢ (zhuka)
SMMEA LW (dannupoyi) SOBD (dakkuka) | sm=o@®s  (ndakatte) a2’ (ndu)
52095 (dakatte) S (du) N2 HWANITI eng” (ndu)
sooa (dakki) s (du) (ndavukayennal)
soos (dakkiya) s (dw) mzoamonym (ndakavunna) s’ (ndu)
soam” (damu) & (dw) smeossio (ndakkiya) s’ (ndu)
so8” (danu) S (dw seoasloanas (ndakkiyennal) g’ (ndu)
somomialase (dayirikkum) s (duka) mzow (ndava) oz’ (ndu)
sow (daya) s (du) amzooyé (ndavuka) s’ (ndu)
som (dayi) s (du) mzooym(ndavunna) na" (ndu)
somilalese (dayiriklkaum) s (du) smper (nnalla) e (n)
sloamaelolens (dikkondirikkuka) s  (duka) aeom (nnine) sy (o)
SlaaaamEla)esemuoud g2 (duka) a1oaj (nninte) sy’ (o)
(dikkondindiriklumbol) aploer (nnile) s (nnu)
Simggmas (dinaduththulla) Es (du) apies  (nnil) sy (nnu)
siae (dinum) s (du) apeneolaman s (nmu)
slom (dine) s (du) (nmundayirunna)
sloaj (dinte) <" (du) SIRENEIW IBANMHOW]
sleetancw (dilekkayi) s (du) (nmundayirunnathayi) sy (nnu)
slealaoolm (dilekkayirunmr) = (du) eI
slad (dil) s du o nnu
Slodmlamoeny’ (dilninnanu) & Edu; %ﬁf&gﬁmy qp (o)
siodmanadacsng” (dilninnukondu) =y du " ; . (nnu)
i N (dw) (nnumundayirunna) s
slodalam” (dilninm) s du . © (nnu)
(du) spaseowlmon (mumundayirunnu) R
so (dum) S (duka) " age (nnumulla) a (nmu)
sogo (dukalum) S (duw) :4‘3 > @mo) ap (o)
5908 (dukale) s (du) éﬁmog“ (nnodu) qpy  (nnu)
senzomilmmmmony] _ & (du) ﬁ?{; (tharum) mma, (tharuka)
(dundayirunnathayi) . (dum) ° thall o, (thw)
soom (duththe) ° @t (thalla) y
eomaes (duththekku) 599 (duththu) | ©°®°S (thakatte) o
seoma” (duththeykka) SO0 (duththy) | P> fttllllﬂn“] i %ﬁ;
smoame” (dunnundu) ¥ (duka) @a@lmlaa(eoa:l[gglyh‘iklamﬁ @ (thuka)
gmoem” (dumanu) s (du) ®owo (thayum) o e
oo (dumayi) s (du) @oqene” (tharundu) . (th )
szwlman (dunayirunnu) S (du) ©lmo  (thinum) ey (thu)
g@enzomilmon (dumayirunna) % (duka) oloer  (thile) o (thu)
R8s (dumulla) < (du) anleelaarw] (thileklkavi " ( u)
seao" (dullathu) S (du) (thileldayl) . (tho)
< EESI W@ (thilekkayirunnu) o} (thw)
GSO (do) ~ (du) P rilon] (th.l.l) o (thu)
esos” (dodu) = (dw) a@imiamsm” (thilninnanu) @ (thu)
esogo (dolam) S o (dw m@mlmaaoms (thilninnukondu) gy (thu)
s@1@" (ttathinu) ¥ (duka) el (thilninnu) o (thu)
so (ttathu) s (duka) @o (thum) @9 (thuka)
SCa{2%o (ttappozhum) o924 (klkuka) @meoolam (thundayirunna) - h
slem (ttine) El (ttw) @anzowlmamnmo] o (thU)
sloelm” (ttiyathinu) . 3% (ttuka) (thundayirunnathayi) (thw)
sloNglegimas (ttiyittillengil) % (ttuka) DABIWIBID (thundayirunm) @ (thu)
Sloleagel@ (ttiyillengil) g (ttuka) @mosm” (thumanu) ’ o (thu)
slgws (ttiloode) g (ttu) @oowilmme  (thumayirunnu) @®  (thuka)
slec (ttile) s (du) oymzowlean (thumundayirunna) (thu)
sleetanasy” (ttilekdkami) 5 (ttu) @genziwlmmn (thumundayirunni) g (thu)
slecisaga®” (ttilekkullathu) s (du) Dnss (thumulla) " (thu)
Sleetos” (ttileklu) g (ttu) omamlgy (thengilla) ! o@eE (thengu)
§9g° (ttukalum) S (tw) omQo (theyum) o®  (the)
gemzowiman (ttundayirunna) g (ttu) emaye (theayum) am (thea)
gmEalBm®mow] S (i) e (tho) o (thu)
(ttundayirunnathayi) emogo (tholam) @ (thu)
gz (ttumayi) s (ttu) TWIHOG (ththakatte) o (ththu)
sa=imm (ttumundayirunna) < (ttu) amoqsneg’ (ththarundu) o  (ththuka)
saeowlmm (ttumundayirunm) g (ttu) ommsgmes  (ththinaduththulla) o (uum)
Se28 (ttumulla) g (ttu) @mlme (ththinum) oo (um)
amlm” (ththl.ﬂl.l) o (unl)
o laag (ththinte) <o (um)
@ lenwl (ththllayi) o (um)

FicUre A.3: Suffix-replacement rules starting with ’da’ - ’tha’
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suffix Replacement
Suffix . Replacement nﬁwmmmjmsmﬂi D o (adu)
P — (thth_dumundu) co (um) maulecismolman  (ndilekkayinmn) mar (ndu)
oIS iy oo tamy ) el (ndil) B (ndu)
OmleIe0dw] (ththileldcay) °° (um) adawslmaanosm” (ndilninnanu) mdo”  (ndu)
oeciooseiom (fhtbilekkayinmm) <o (un) Bwlmdmlmesme” (ndilninnukondu) o  (ndu)
avleelonas (ththilekkulla) “o (um) Mawladmlan (ndilninnu) ool (ndu)
omleciongam”  (ththilekkullathu) <o (um) Beanago (ndolam) ®u’  (ndu)
oONace (ththileku) oo (um) wn:;mmam.ﬂ; (mmamndavuka) v (nnu)
oolcerg’ (ththileyldcu) -2 (um) MIMEB (nnanullathu) v (nnu)
o108 (ththil o lym) amlaa} (nninte) " (nnu)
o (ththu) oo (k) AWl (nnupoyi) el (ruka)
EHIET” (ththumanu) O (ththu) o (onullu) o (ka)
oo (ththe) oy ) mf% (nte) ad (m)
comaowlolase  (ththekkayirikkum) “  (um) aseI@o (palathum) ~IEIOT - (palathu)
comonan (ththekulla) I a1g@o (pazhuthum) 16 (pazhuthu
comas (ththode) v e (parkku) "0 (park)
cOmos” (ththodu) _ () a0y (ppalla) of (ppu)
e (thodukood)) oo (M (ppakatte) o4 (pw)
cams (ththodu) iy | ha akiy)) o (opu)
oo (ththu) | o (ppakkiy:
comago (ththolam) s () apemiloy (ppanithu) ol (ppu)
e (nalla) @ (n) JOSMEN2O0)dh (ppanundavuka) o (ppw)
e (nallag) @ (n) ajsmeso ppanullathu) of (ppw)
e (nallaththa) “ iR Eppimml) af (ppu)
. (nakatte) @ (n% aflom (ppine) ¥ (ppw
maaal (nalkki) o Etrll) aflegos (ppiloode) af (ppu)
mosmle” (nanithu) Aot (ppile) af (opu)
o (nanu) " W afleciondem” (ppilekkam) of (ppu)
o (nanu) ) afleelendwl (ppilekkayi) o (ppu)
momi (nayi) @ (n) aflcciomooimmn  (ppilekkayirmnu) of (opu)
momeleso Eﬁ:ﬁmﬂ?ﬁmﬂ :: Eﬂ; aflccien” (ppilekda) o opu)
Moo n i of
y (ninakkay) a o1 . (ppu)
mlmanow ; (nee) afl@dalomeaend”  (ppilninnukondu) of (ppu)
mlan (ﬂl_ﬂﬂﬂ) OB R eh (nilkluka) aflem I (ppinmnu) of (pgu)
i ey I s (ppilla) 4 epy
s il oo @pun) T o
el (n!JEkkEIIIU) ® () o wlaamn (ppundayirunmi) of
mlealos (nilekdulla) - ajansa (ppw)
e i @) 206" (ppumanu) o (ppu)
mleelss” (nileklar) @ (n s ulla p
i () (ppulla) A (ppu)
aflad (nil) B (n) ajas o)
~ (nJJnmnanu) M (PP af (’ppu)
ml@mlanaem @ (1) : (ppo) of )
mladmaesome” (nilninnukondu) 5 (1) :Ems (ppode) af oo
el (m.Jmmlu) 0 ) Gajos” (ppodu) of (ppu)
iy (mJla) ® () Gajogo (ppolam) C‘J_ (ppu)
i (nillaththatiu) e (uka) an2smlm” (phanithu) ne (phu)
i (o) ® () YN (makal) 228 (makal)
i 311333 g (n) a) (malla) ° (um)
MEs s
mesowlman  (mundayirunna) o3 (@ agom (mallaththa) ° (Uﬂg
mamzolmmmmow] o (n) 2005 (makatte) ° (un
(nundayirunnathayi) 2ende (mgda;i?) ° Eﬁﬁ
MY (mundayiunmi) @ (n) 2@ (niakki ) ’ -
OBICH T (numayirunm) @ (n) LAY (Emdi)y 50
®magmel@m  (qumundayirnna) o (n) 2osl ( it - -
e (pumundayirumnu) o - (n) msml:)ms EEIEII].iVidE) o (um)
mass (numulla) - o 2::2- (manu) o (um)
memer (nullathu) 22 @ moem” (manu) wo (um)
o0 (ne) o ® mw (maya) va (um)
o o) i a @ mwl (mayi) - (um)
Omages] (nodukoodi) o ® wlelens (mayirikkum) A (uka)
emIgEsny (nodullathu) (n) S (mayiunm) o (am)
emag” (nodu) @ (m) RN (mayundu) o (o)
emos” (nodu) () ® };mdi . NULL
il (nolam) ® (@ 2aanslaiel (mm, adiyD) 20809°  (mark)
BALINHOS (ndakatte) B (1 du) e (mark)
- mavime (ndinum) Y (ndu)

. . ,
FIGURE A.4: Suffix-replacement rules starting with 'na’ - 'ma
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Suffix Replacement Suffix Replacement
moqenzowl (marundayi) ) woemlanes (yanivide) NULL
manen” (m.arundu) [STPEN WIETDEB (yanullathu) osam” (ullathu)
oilme  (minum) o apos” (yanu) NULL
alend  (minte) So o moms (vayathinal) NULL
sleciandw (milekkayi) So ol (vayi) NULL
m’lﬁm&maqﬂmm o
(;I @; (n?jjlf)umulll) o OB (yayirunmu) :H tt
el@dalomosTy” = o (yayum) NULL
(milninnanu) @ Q?M (yayundu)
NBBOITRe@8nE" oo o (yarnna) NULL
(milninnukondu) 2 (yarundu) - (k)
a@dmlan” (milninnu) o DaNSlogimlce | (yichittillengilum) QD> (yuka)
oy (milla) wo DaSOQI® | Gichittillengil) Y (yuka)
HeNOM@DODIMZBE o olai] E}Q‘dﬂﬂn’] ;o (y{ch]_]leng!lmn) Y (yuka)
(millaththathukondulla) b (vichillengil) o (yuka)
wlgenzow] (yittundayi) ) (uka)
@6’3‘8’1(1]{15:16)-%8&1.@3 GETG s’ (ylttu) NULL
(mungiyittilengil) ) . WlEqowl (yippoyi) Yoo (vuka)
geneowl (mundayi) = wlges (viloode) NULL
@EN2o0 1m0 - wlsel (vile) NULL
(mundayirunnathayi) wleciandem” (vilekkanu) NULL
@aﬁamﬂ@m o leeIHaImaT (vilekkayirunnu) NULL
(mundayirunnu) wleclonsa (vilelkulla) NULL
aze (mulla) o wleelas” (vilekiau) NULL
ooelad (mengil) ~e wlecig) - NULL
eommm  (menna) =l (vileylkde)
g - . (yilninnamu) NULL
anmm”  (mennu) o @ lamoeT (yilninnukondu)
em (me) D W@ N6 3 INE] (yilninnu) NULL
cmo (mo) e @3’ (yilla) NULL
CRIDS (nlo de) 2 @1% (ymatha . NULL
GmIs” (modu) Do e lomomil i) NULL
mgm  (mbaththu) mr o (yum) NULL
misem (mbaththe) oF  ges (ude) NULL
micomes” (mbaththeklu) ™ aaosm (yumanu) NULL
misomg” (mbaththeyklau) ™ aoowmd (yumayi) NULL
T (nlb atlltllu) ond” YA WA (Ylmlay]:im]{lu) QYo (yuka)
mnees (mbakatte) o ggascwiman | Umundayirunnu) - NULL
muemiar (mbanithu) M woase (yumulla) NULL
o  (mbaya) onf” Qemioud (yumulla) e (yuka)
mNme (mbinum) ™ gee (yulla) NULL
@Ay (mbinte) ®f gga (yulla) NULL
mileelsndem” (mbileklkanu) mi eRm” (yullathu) Eg ti
MmN EeIENImaTD ol sEU (yullava) NULL.
(mbilekkayirunmu) oo (ye) - uk
miecias” (mbileldar) mi HWIMIGI (yennnal) e (uka)
mN@3 (mbil) i Gos” (yodu) NULL
mNoimlomasm” mi’ G (y0) NULL
(mbilninnami) CRIGBBM” (yodullathu) NULL
mN@mlonaa.ens" i GDIRS (yode) NULL
(mbilninnukondu) GO0 (volam) NULL
mA@dmlan” (mbilninnu) i WISOTMH @D RHIMZEE ' NULL
ny@aEm” (] mgumanu] i’ (vkkillaththathukondulla)
o’
om ey o we (yidkum) NULL
empe  (mbodu) mi ® (ykdu) NULL
wonm  (yathin) o Yol | (yyupayogichu) NULL -
wmm (yththu) NULL 793 (ratte) O (yvu)
wsom (yaththe) NULL °@@em (raththine) ma  (ruka)
wom  (ythtln) NULL DT (raththile) o (ram)
wewom (Yalaththe) om 22 (rathtinr) o (ram)
wey (yalla) ' WG oo (raththe) @ (ram)
wepmow (yallathayi) NULL o7 (raththeklku) @2 (ram)
wagy (yalle) NULL 200 (raththeyklas) o (ram)
waegp  (yallo) NULL oo (raththu) - (um)
woamag  (yakatte) NULL (rannathur) 2’;@ N (ram)
@o@de  (yakam) NULL Yo (ramayum) (rakkuka)
@IHM  (yakunnu) NULL @2 (ram)
a1 (yakki) @y e
@emI®” (yanithu) NULL
el (yaniva) NULL
wzsmlanas (yanivide) NULL

FicUreE A.5: Suffix-replacement rules starting with 'mba’ - 'ra’
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Suffix Replacement Suffix Repl_acement,
fel=l (ralla) @ (1) noawoe  (rakaam) Sie (uka)
@ooel  (ravayi) s (1Tuka) oomsn  (rakki) o' W
aoy@owil  (ravumayi) @o  (rum)  ooeslw (ralkkiya) ; ()
@omes  (rakatte) 3 (@ ooemlay” (ranithu) @
DEr (lakk.l) @ (1) DOETDENEIY @
@as] (radi) @35 (raduka) (ranundavuka) ()
@asmlae”  (ranithu) & @ nosmaso (ranullathu) @ ()
DIETTDETIRI Y s @ () DITDEBT @ (r)
(ranundavuka) nowil@lase (rayiriklkum) @ (¥)
@smaso” (ranullathu) @ (® momilasam  (rayirunmu) oldh (uka)
@06 (ranu) @ () ELTES (ravuka) “3@  (uka)
@m0 (ranayi) e (Tuka) 0O WNITI 218 (uka)
. @ (r) (ravukayennal)
@I (raya) H20JAM (1 =3 (uka)
: : e (ruka) (ravunna) °
EIWW@IMITE (rayathinal) & ( o o RE STy g oy Pt e .
@il (l‘a}"l) » 5 (l‘) (r ikkondir ikkuka) 2 (ru‘l( a)
@owildlese (rayiriklkun) & gg oo @00 IBleaemud s (ruka)
zzg;o (rarum) 6 @ (rikondiriklcumbeol)
(ral) 5 o msgmes (rinaduththulla) o ()
@IS (riloode) () . 5 ®
@oer  (rile) @ () ol (l‘l_nunl) s e
@16e1099a (rilekanu) SRS olom (i) & ()
oleclongs (rilekkulla) @ (r) oleag (ll.tl e) . o
alecies” : a (1) oleapwi (Tippoyi) yen  (uka)
rileklkar) P .
. ( @ : maoilgisgs:lol (rivittillengil) . (ruka)
lecigy (rileykku) (1) ! . . o
@ (ril) 3 (1) olegeiad  (riyillengil) ? (ruka)
@@EnIamosm” a (1) olgyes (riloode) ® (x)
(rilninnanu) oloes (rile) 2 ()
P & (¥ neelandsm” (1‘1_Jekkan}1) 5 ™
(rilninnukondu) oleciancw] (rilekkayi) ()
@lodmlan” (rilninnu) @ (1) O1GEINIVN®mOD @ @
ey (rilla) & () (rilekkayirunnu)
o (rum) 3 (1) olectongs (rilekkulla) o (ru)
WS (rude) 8 (1) olectoagso (rilekkullath) @ (1)
mes (Tude) 3 (1) olectas” (rilekdu) ‘ﬂh ()
msmeoammon (rundayirunna) 8 (y) o3 (i _ ° ()
ez T =t lueid for e n p o o funid | @ () olmdalanoem” (rilninnamu) @ ()
(rundayirunnathayi) OB IS NS & .
BETERIWN A @ (1) (riminnukondu) ()
(rundayirunnu) ) Madanlam” (rilninmr) @ ()
mareolmon (Mmindayirunnu) & (1) Qdh@o (rukalum) @ (1)
momoolman  (Iumayirunnu) e (ruka) naé:@mnowil (rikalumnayi) @ (1)
monolmon  (umayimnna) & (1) Qeanzomilman (rundayirinna) @ (r)
DRPENS WA (1) ezl mow] @ (1)
(rumundayirunnu) (rundayirunnathayi)
maga  (rumulla) 3 (1) aeneolman  (undayirunm) @ (r)
maao (rullathu) 3 (1) nalewouilaf  (rupayogichu) @ ()
@ () 3 (1) amsnzolman (rumundayirmnna) @ @
20 (re) 3 (1) nasmziailoaan (rumundayirmmnn) @ ()
e (rea) 3 (1) qass  (rumulla) @ w
GO0 (ro) 3 (1) nes  (rulla) & (rootw)
eoi5&s1  (rodukoodi) 3 (1) gslees (roottile) Q ()
eooseso” (rodullathu) 3 (1) a0 (re) ] (1)
eoos” (rodu) 3 (@ ano (ro) 8 (@
eooms (rode) (1) EOIS (rode) s ()
emas” (rodu) 3 (1) ®005" (rodu) o (ru)
emago (rolam) @ () 0080 (rolam) @ ()
@ (1) 3 (1) ] (laththu) o3 M
danow” (rkkayi) @ () E15) T (laththe) el (le)
Bws” (rkian) @ () emm” (laththu) @3 (D
donalaw  (rnaathinnu) @b (ruka) eIgy (lalla) @3 0y
damenoud (rnnappol) @ (ruka) EI0E6S (lakatte) b O
@omlgl  (rnnilla) @ (ruka) E10@:00 (lakaam) @ (D)
Bom (rnnu) @ (ruka) 21096 (laklki) @ (D
doneatow] (mmnupoyi) @ (ruka) 2108 (lakddiya) © iy
dmmealdw (moupoya) @ (uka) £105] (ladi) 2195 (laduka)
oeomas”  (raththekku) o () e106rm I (lanithu) 3 (D
ocome”  (raththeykka) o (r) SRS (Ianundavuka) @3 O
o’ (rannathu) 0EBDE (raklouka) LPRIMOBBOT (lanullathu) @3 ()]
o (rannu) 0B8R (rakkuka) EOIT (lanu) S ()
o (ravava) 2ol (ravu) enw (laya) @3 4}
00hDS (rakatte) @ () e1amy] (layi) w3 M
enololens  (layiriklamm) @3 (D
F1GURE A.6: Suffix-replacement rules starting with 'ra’ - ’la’
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Suffix Replacement Suffix Replacement
enolalende (layiriklcam) @ (1) ses (lude) ) w3 (D)
enae (layum) @ (D) gamzowlman (lundayirunna) w3 (D
e (linum) @ () g0 mom oyl w3 (D)
efNam (line) as (D) (hundayimnnathayi)
eflaad (linte) @3 (D gsmzoalman  (lundayirmnnm) w (D
encelensw (lilekkayi) @ () @uewowlal (lupayogichchu) 3 (D
eflgeioninloam @i (D) molmson  (lumayirunmn) B (D
lilelde g 34
(lilekkayirunnu) . agenzom] (lumundayi) B (D
eNwd ~ (Ll @ () @geeswiman (lumundayirunna) “3 (D
eNadmlomosm (l.l:l_.n.l.tmEIIIU) @ () sgameswlman wd (D
i'l-ﬂ rzfam"l & D6 a3 (D) snes (lumulla) w3 (D
(lilninnukondu) sasm” (lullatha) wa (D)
eNoimlan”  (lilninnu) @ (D ees (lo) wa (D
Elo (lum) a3 (D) c@r5eEas] (lodukoodi) wd (D
cyes (loode) @ () casmao (lodullathu) w (D
cles (loode) @ () egos (lodu) w3 (D
cysnzaal (lundayi) @ () e@ogo (lolam) @ (D
CETEI BTy @3 (1) aslan (llinte) @ (lh)
o) oamos Ilodu) e ()
(lundayirunnathavyi) @ @B soom (zhaththe) @ (zhe)
[Sio p=SeTue il Pz Tan o (lmldayj_r-[n]_nu) @3 () ?; (27—:111]:1?[ i‘_ (iﬁ)
e R
eymasm” umanu @3 (1
eymanl (lumayi) @3 E lg 2;:’%! Eva_niﬂa)) U Etrm$a§
3 fe=] warula UL (Var a
(Inmundayinna) @ o (varum) oo (varula)
, a [T Ty P (valuthum) mueyen” (valuthu)
SJu?lTlij (:a‘«(flmu;m a) E Eg aenoe (vanum) g (vazhuka)
cze8  (lumulla) ansmensonya,  (vanundavuka) or  (vu)
eymso”  (lullathaw) @3 (D) aRames " E"ﬂn};u?lﬂlu) ol (v)
cel (le) o () Qo vayl) af  (vu)
Ee10 (lo) a3 (D) oW lnlaso (vayirildaum) ni” ()
cens” (lodu) s (D QUDED (v_ayo) e (varuka)
&Noad  (linte) ef () °No% (vinte) of  (vu)
ceps  (llodu) oF (i) anglges (veett!lo ode) ofs”  (veedu)
seome  (lanjnjum) 8@ (layuka) oner o Gcapegkan) ons (veedu)
20®  (laththu) @0 C(um) Croeeee (veettileldan o ons o (veedu)
29> (laththe) e (um) P E:$3m) U2 (vuka)
= (laththu) o (lum) A _ . NULL ()
2 (lalla) o3 2 Thike) (vumayi)
@res  (lakatte) B %g BB (vulla) ol ()
@Iho (lakam) @ (ve) s mlc
@951 (lalkdki) ﬁ (l) GOUIDS (vode) ol E:'u) »
[t = g [ ) (lald<iya) o3 (l) @uos” (vodu) ol (vu)
@osr oy (lanithi) B (l) UDIERR S (sakatte) il (sw)
asemilaies (lanivide) o ( )(D RO (sakatte) U (sw)
@osmen=ongss (lanundavuka) 5 a UDIETIDENEIYS:  (ganundavuka) od” (su)
ohen® ggﬁaﬂm} @y LOTRERST (sanullathw) P (sw)
=1 {,.a - le
1)) (sayi) - (sum)
e (laya) oF ( unloe - D
c I (sinum) . (su)
i (lavi) o ( unleag . . o
@r01@lande  (layirikkam) . (i) wleciendwil (sileldeayi) (sw)
sool@leso  (layirikkum) B El% wleelonsnilaa ¢ (sw)
&lmo (linum) B (silekkayirunnu) ue (su)
sl (line) o ol (siD wo
glgyos (liloode) @D w@smIameem”  (silminnanu o (sw)
gloeig)” (lileykku) {; L)) .:.m-"lrt:iir'nl“lr'r'mci)‘ﬂ:::JrS'r‘E'.E ) U (su)
@leelondam” (filekkanu) w O (silninnukondu) v E:ﬁg
glectan@  (lilekkayi) w O w@mian” (silninnu) “e
gleelenonlman o O weeswlmam  (sundayimnna) ©° (su)
(lilekkayirnnu) () wen=dwlmamomaw o™ (_SU_)
=1 Gmmﬂgg (l.i:lekkul.la) B 0] (sundayirunnathayi)
glecias™  (lilekda) wi (D a2 WI®T gypndayirunnu) oo (su)
e 2 B e T
g_"lm?ym"l S ELIETE o3 EE ﬁgngﬁgx (sundayir a) ﬁ_ (sw)
(lilminnukonduu) (sumundayirunm) (su)
@lodalan”  (lilninmmy) oF I
ey (lilla) . 8 @ass (sumulla) (sw)
29820 calumayi) B (1)

F1cURE A.7: Suffix-replacement rules starting with ’la’ - ’sa
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F1cURE A.8: Suffix-replacement rules starting with ’sha’ to ’sa’
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FIGURE A.9: Suffix-replacement rules starting with "u’ to 0o’
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